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Abstract Anthropomorphism is a phenomenon that
describes the human tendency to see human-like shapes in the
environment. It has considerable consequences for people’s
choices and beliefs. With the increased presence of robots,
it is important to investigate the optimal design for this tech-
nology. In this paper we discuss the potential benefits and
challenges of building anthropomorphic robots, from both a
philosophical perspective and from the viewpoint of empir-
ical research in the fields of human-robot interaction and
social psychology. We believe that this broad investigation
of anthropomorphism will not only help us to understand the
phenomenon better, but can also indicate solutions for facil-
itating the integration of human-like machines in the real
world.
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1 Introduction

Anthropomorphism has a major impact on human behav-
iour, choices, or laws. Based on evidence for the presence
of mind, captive chimpanzees were granted limited human
rights in Spain [2]. Moreover, people often refer to our
planet as ‘Mother Earth’ and anthropomorphism is often
used in discussions regarding environmental issues [151].
People regularly make anthropomorphic attributions when
describing their surrounding environment including animals
[44], moving geometrical figures [82] or weather patterns
[77]. Building on this common tendency, anthropomorphic
form has been used to design technology [52] and sell
products [1,4].

Anthropomorphic design is an especially important topic
for design of robots due to their higher anthropomorphizabil-
ity [91]. Increasing number of industrial and service robots
yields a question of designing this technology in order to
increase its efficiency and effectiveness. One of the main
themes in the field of human-robot interaction (HRI) tries
to address that issue. However, taking a broader perspective
that involves related fields could foster the discussion. In this
paper we present viewpoints of empirical work from HRI
and social psychology, and a philosophical discourse on the
issue of designing anthropomorphic technology.

In the next section of this paper we present perspectives
from different fields on the process of anthropomorphization
and how the general public’s view differs from the scientific
knowledge. In Sect. 3 we include a broad literature review of
research on anthropomorphism in the field of HRI. In Sect. 4
we discuss why creating human-like robots can be beneficial
and what opportunities it creates for HRI. Section 5 is dedi-
cated to a discussion on potential problems that human-like
technology might elicit. In Sect. 6 we propose solutions to
some of these problems that could be applied in HRI.
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2 Why Do We Anthropomorphize?

From a psychological perspective, the central questions about
anthropomorphism are: what explains the origin and per-
sistence of anthropomorphism? Psychologists and anthro-
pologists have explained the origin of anthropomorphism
as an adaptive trait, for example with respect to theistic
religions. They speculate that early hominids who inter-
preted ambiguous shapes as faces or bodies improved their
genetic fitness, by making alliances with neighbouring tribes
or by avoiding threatening neighbours and predatory ani-
mals [10,22-24,27,75]. But what explains the persistence of
anthropomorphizing? Here theorists hypothesize that there
are neural correlates of anthropomorphizing [123,138], spe-
cific anthropomorphizing mechanisms (e.g. the hypothesized
hypersensitive agency detection device or HADD [11,12]),
and diverse psychological traits that generate anthropomor-
phizing behaviour [28]. They also suggest (again in the case
of theistic religions) that confirmation bias [10] or difficulties
in challenging anthropomorphic interpretations of the envi-
ronment may underlie the persistence of anthropomorphizing
[115].

Epley et al. [53] proposed a theory that determined three
psychological factors as affecting when people anthropomor-
phize non-human agents:

1. Elicited agent knowledge—due to people’s much
richer knowledge regarding humans compared with non-
human agents, people are more likely to use anthro-
pomorphic explanations of non-human agents’ actions
until they create an adequate mental model of non
-humans.

2. Effectance motivation—when people are motivated to
explain or understand an agent’s behaviour the tendency
to anthropomorphize increases.

3. Sociality motivation—people who lack social connec-
tion with other humans often compensate for this by
treating non-human agents as if they were human-like
[54].

This theory has been also successfully applied in the context
of HRI [56].

Although people make anthropomorphic attributions to
various types of non-human agents, not all agents are
anthropmorphized in the same way. Anthropomorphization
of animals is distinct from the tendency to anthropomor-
phize artifacts, such as cars or computers [40]. There are
gender differences in this tendency when the target is an
animal, with females more likely to make anthropomorphic
attributions than males. However, when anthropomorphizing
machines, males and females are equally likely to exhibit this
tendency.
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2.1 A Philosophical Perspective on Anthropomorphism

From a philosophical perspective, the central questions about
anthropomorphism are: can we make a principled distinc-
tion between justified and unjustified anthropomorphism,
and if so how? Is anthropomorphizing (philosophically) jus-
tified? If anthropomorphism is a ‘natural’ behaviour, this
question may seem odd. Moreover, some researchers in Al
have argued that there is not anything to the notion of mind
but an evolved human tendency to anthropomorphize; an
entity’s having a ‘soul’ is nothing over and above the ten-
dency of observers to see the entity in this way. On this
view, humans are ‘natural-born dualists’ [26, p. xiii]. How-
ever, the intuition that anthropomorphizing can be illicit is
strong—for example, my automobile is not a person, even
if T attribute human and personal characteristics (and have
affective responses) to it. Researchers in Al claim that their
machines have cognitive and affective characteristics, either
explicitly or implicitly, and this is in particular true in the case
of anthropomorphic robots (and anthropomorphic software
agents). These assertions require philosophical analysis and
evaluation, along with empirical investigation. Determining
under what conditions the anthropomorphizing of machines
is justified and under what conditions unjustified is central
to the question whether ‘expressive’ or ‘emotional’ robots
actually have emotions (see e.g. [3,6]). It is also key to the
growing debates within Al about the ethical use of artificial
systems.

In this regard, a combination of philosophical analysis
and experimental work is required, but to our knowledge
has not been carried out. In the large body of experimen-
tal work on human reactions to anthropomorphic robots,
responses on standard questionnaires are commonly taken
to demonstrate that subjects identify a robot’s displays or
movements as (for example) expressions of the fundamental
human emotions—happiness, sadness, disgust, and so on (see
e.g. [34]). The robot is said to smile or frown. However, tak-
ing these responses (in forced choices) at face value ignores
the possibility that they are elliptical for the subjects’ actual
views. To use an analogy, it is common when discussing
fictions to omit the logical prefixes such as ‘I imagine that
... or ‘Make-believedly ...”—for example, we say ‘Sherlock
Holmes lives at 221B Baker Street” when we mean ‘In the fic-
tion Sherlock Holmes lives at 221B Baker Street’. Something
similar may be occurring in discussions of anthropomorphic
robots; saying that the robot has a ‘happy’ expression might
be shorthand for the claim (for example) that if the robot were
a human, it would have a happy expression. A fine-grained
‘philosophical’ experiment might allow us to find out if this
is the case. Experimental philosophy has gained ground in
some areas of traditional a priori argument such as ethics;
it might be used in Al to enable more accurate analysis of
human reactions to anthropomorphic robots.
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2.2 Science-fiction as a Proxy to General Public’s
Perception

It can be argued that almost all prior knowledge of partici-
pants about robots in HRI studies stem from the media. An
extensive discussion on how robots are being portrayed in the
media is available [14]. Here therefore only in short: there
are two main story types that run through the media about
robots. One is that robots want to be like humans (e.g. Mr.
Data) and that once a superior level of intelligence and power
is achieved will want to kill or enslave humanity (e.g. Lore).
These rather negative views on the future of human-robot
relationships are based on the media industry’s need to pro-
duce engaging stories. Fear is the single most used method
to engage the audience. A future world in which humans
and robots live happily side by side is rare. The TV show
Futurama and the movie Robot and Frank comes to mind as
the glowing exceptions. The stories presented in the media
that focus on robots can be categorized along the questions
whether the the body and/or the mind of the robot is simi-
lar to humans. If we take Mr. Data again as an example, he
does look very much like a human, but his mind functions
differently. From this the writers can form engaging themes,
such as Data’s quest to understand humor and emotions. And
we are surprised when Data emerges from the bottom of a
lake without any specific gear. His highly human-like form
makes us believe that he might also need oxygen, which he
does not. In summary, the media has used robots extensively
and most of the knowledge and expectations that the people
on the street have are based on these media and not on the
scientific literature.

3 Anthropomorphism in HRI

Reeves and Nass [116], in their classical work on the
‘Computers are Social Actors’ paradigm, showed that peo-
ple engage in social interaction with various types of
media. Therefore, designers of interactive technologies could
improve this interaction, building on the chronic tendency of
people to anthropomorphize their environment. Due to their
higher anthropomorphizability and physical autonomy in a
natural human environment, robots are especially well suited
to benefit from anthropomorphism [91]. Furthermore, phys-
ical presence in the real world (rather than being merely vir-
tual) is an important factor that can also increase the anthro-
pomorphic quality of robots [92]. Mere presence of a robot
was found to lead to the social facilitation effect [ 120]. More-
over, when playing a game against a robotic opponent, peo-
ple may utilize similar strategies as when they play against
a human [137]. They also hold robots more accountable for
their actions than other non-human objects [87]. This ten-
dency cannot be observed when an opponent is a disesmbod-

ied computer. On the other hand, Levin et al. [95] suggests
that people initially equate robots and disembodied comput-
ers in terms of intentionality. However, when they focus on
the intentional behaviour of a robot, this tendency can be
overridden.

3.1 Factors Affecting Anthropomorphism

It is important to remember that anthropomorphism is
affected not only by physical appearance. Hegel et al. [81]
created a typology of signals and cues that robots emit dur-
ing interaction and which can affect their perceived human-
likeness. Choi and Kim [41] proposed that anthropomor-
phism of robots involves: appearance, human—robot inter-
action, and the accordance of the two former measurements.
The distinction between the anthropomorphic form in appear-
ance and in behaviour can also be found in the model pre-
sented by von Zitzewitz et al. [155].

External appearance can influence the perception of an
object [129]. According to Fong et al. [65], we can classify
robots based on their appearance into four categories: anthro-
pomorphic, zoomorphic, caricatured, and functional. In the
field of robotics there is an increased tendency to build robots
that resemble humans in their appearance. In recent years we
can observe an increased number of robots that are built with
legs rather than wheels [39]. Some researchers suggest that,
in order to create robots with an anthropomorphic appearance
that are capable of engaging in interaction with humans in a
way analogous to human-human interaction, it is necessary
to build robots with features that enable them to perceive the
world similarly to humans, i.e. using two cameras (in place of
eyes) and two microphones (ears) [133]. Di Salvo et al. [49]
state that it is the presence of certain features and the dimen-
sions of the head that have a major impact on the perception
of a humanoid’s head as human-like (Fig. 1). Anthropomor-
phic form in appearance has even been attributed to flying
robots [43].

However, research into anthropomorphism in the field of
HRI has not been limited to the anthropomorphic form of a
robot’s appearance. HRI factors were found to be even more
important than embodiment in the perceived humanness of
robots [90]. Kahn et al. [86] presented six benchmarks in
HRI that constitute essential features affecting robots’ per-
ceived human-likeness: autonomy, imitation, intrinsic moral
value, moral accountability, privacy, and reciprocity. Pre-
vious studies proposed other factors, such as verbal [132]
and non-verbal [100,122] communication, the perceived
‘emotions’ of the robot [59], the intelligence of the machine
[15] or its predictability [60]. Moreover, robots that exhibit
typically human behaviours, such as cheating, are also per-
ceived as more human-like [131]. There is a philosophical
question, whether such behaviour really makes robots more
human-like or if instead it is necessary for them to ‘truly’ feel
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Fig. 1 Robots with different anthropomorphic features in appearance. From the left: Telenoid, Robovie R2, Geminoid HI2, Papero, NAO

emotions and have intentions. However, Turkle [144] points
out that the behaviour of robots is more important than their
inner states for them to be treated as companions.

Furthermore, anthropomorphism is the result not only of
a robot’s actions, but also of an observer’s characteristics,
such as motivation [53], social background [55], gender [61],
and age [88]. Moreover, the social relationship between a
robot and a human can affect the degree to which a robot
is attributed humanness. People apply social categorizations
to robots and those machines that are perceived as ingroup
members are also anthropomorphized more strongly than
outgroup robots [57,93]. Therefore, it should not be surpris-
ing that a robot that has the physical appearance of a member
of another race is treated as a member of an outgroup and
perceived as less human-like by people with racial prejudices
[58]. There is also empirical evidence that mere HRI can lead
to increased anthropomorphization of a robot.

3.2 Consequences of Anthropomorphizing Robots

Despite multiple ways in which we can make robots more
human-like, anthropomorphism should not be a goal on
its own. People differ in their preferences regarding the
appearance of a robot. These differences can have cultural
[55] or individual (personality) [134] origins. Goetz et al.
[70] emphasized that, rather than aiming to create the most
human-like robots, embodiment should be designed in a way
that matches the robots’ tasks. Anthropomorphism has mul-
tiple desirable and undesirable consequences for HRI. A
robot’s embodiment affects the perception of their intelli-
gence and intentionality on neuropsychological and behav-
ioural levels [80]. More visual attention is attracted by
anthropomorphic or zoomorphic than inanimate robots [9].
Furthermore, similar perceptual processes are involved when
observing the movement of a humanoid and of a human [104].
Based on the physical appearance of a robot, people attribute
different personality traits to it [149]. Moreover, people use
cues, such as a robot’s origin or the language that it speaks,
in order to create a mental model of the robot’s mind [94].
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People behave differently when interacting with a pet
robot and with a humanoid robot. Although they provide
commands in the same way to both types of robots, they dif-
fer in the type of feedback; in the case of a humanoid robot
this is much more formal and touch-avoiding [7]. Similarly,
Kanda et al. [89] found that the physical appearance of a
robot does not affect the verbal behaviour of humans, but is
exhibited in more subtle way in humans’ non-verbal behav-
iour, such as the preferred interaction distance or delay in
response. This finding was further supported by Walters et
al. [148] who showed that the comfortable approach distance
is affected by the robot’s voice. Furthermore, androids can
be as persuasive in HRI as humans [102], which could be
used to change people’s behaviour to be more useful for the
robot.

4 Benefits and Opportunities of Anthropomorphic
Robots

From the literature review presented in the previous sec-
tion, it becomes clear that there are multiple ways in which
robots can be designed in order to create an impression of
human-likeness. This creates an opportunity to positively
impact HRI by building on the phenomenon of anthropomor-
phism. DiSalvo and Gemperle [48] suggested that the four
main reasons for designing objects with anthropomorphic
shapes are: keeping things the same (objects which histori-
cally had anthropomorphic forms maintain this appearance
as a convention), explaining the unknown (anthropomorphic
shapes can help to explain products with new functionality),
reflecting product attributes (using anthropomorphic shapes
to emphasize a product’s attributes) and projecting human
values (influencing the experience of a product via the socio-
cultural context of the user).

4.1 Facilitation of HRI

The practical advantage of building anthropomorphic robots
is that it facilitates human-machine interaction (see e.g.
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[62,63,69,147]). It also creates familiarity with a robotic
system [41] and builds on established human skills, devel-
oped in social human-human interactions [129]. A human-
like machine enables an untrained human user to under-
stand and predict the machine’s behaviour—animatronic
toys and entertainment robots are an obvious example but
anthropomorphizing is valuable too in the case of indus-
trial robots (see e.g. Rod Brooks’s Baxter).! Believabil-
ity is particularly important in socially assistive robotics
(see [136]). In addition, where a machine requires indi-
vidualized training, a human-like appearance encourages
human observers to interact with the machine and so pro-
duces more training opportunities than might otherwise be
available [32].

Considering that social robots may be used in pub-
lic spaces in the future, there is a need for ensuring
that people will treat them properly, i.e. not destroy them
in an act of vandalism. We already know that people
are less reluctant to punish robots than human beings
[16], although another study did not show any differ-
ence in punishment between a dog-like robot AIBO and
a human partner [118]. Furthermore, lighter, but neverthe-
less still negative, forms of abuse and impoliteness towards
a robot can occur when a robot is placed in a social envi-
ronment [117]. Therefore, it is necessary to counteract
these negative behaviours towards a robot. Anthropomor-
phism could be used in order to increase people’s will-
ingness to care about the well-being of robots. Robots
that are human-like in both appearance and behaviour
are treated less harshly than machine-like robots [17,20].
This could be related to higher empathy expressed towards
anthropomorphic robots, as their appearance and behav-
iour can facilitate the process of relating to them [119].
A robot that expresses ‘emotions’ could also be treated
as more human-like [59], which could change people’s
behaviour.

Depending on a robot’s task, different levels of anthro-
pomorphism might be required. A robot’s embodiment
affects the perception of the robot as an interaction part-
ner [64]. The physical appearance of the robot is often
used to judge its knowledge [109]. Therefore, by manip-
ulating the robot’s appearance it is possible to elicit dif-
ferent levels of information from people, i.e. less if con-
versation efficiency is desired or more when the robot
should receive a robust amount of detailed feedback. Fur-
thermore, people comply more with a robot whose degree
of anthropomorphism matches the level of a task’s seri-
ousness [70]. In the context of educational robots that are
used to teach human pupils, a robot that can employ social
supportive behaviour while teaching can lead to superior
performance by students [121]. Moreover, in some cul-

! See http://www.rethinkrobotics.com/resources/videos/.

tures anthropomorphic robots are preferred over mechanistic
robots [13].

4.2 Anthropomorphism as a Psychological Test-bed

From a psychological perspective, human-like robots present
a way to test theories of psychological and social develop-
ment. It may be possible to investigate hypotheses about
the acquisition (or deficit) of cognition and affect, in par-
ticular the development of theory of mind (TOM) abilities
([29,71,125,126]), by modeling the relevant behaviours on
robots (e.g. [127]). Doing so would enable psychological
theories to be tested in controlled, standardized conditions,
without (it is assumed) ethical problems regarding consent
and treatment of infant human subjects. Here practical and
theoretical research goals are linked: devices such as robot
physiotherapists must be able to identify their human clients’
interests and feelings and to respond appropriately—and so
research on the acquisition of TOM abilities is essential to
building effective service robots.

4.3 Philosophical Origins of Human-like Robots

From a philosophical perspective, two striking ideas appear
in the Al literature on anthropomorphic robots. First, the
notion of building a socially intelligent robot (see e.g.
[29,33]). This replaces Al’s grand aim of building a human-
level intelligent machine (or Artificial General Intelligence
(AGID)) with the language and intellectual abilities of a typical
human adult—a project that, despite some extravagant claims
in the 1980s, has not succeeded. Instead the (still-grand)
goal is to construct a machine that can interact with human
beings or other machines, responding to normal social cues.
A notable part of this is the aim to build a machine with the
cognitive and affective capacities of a typical human infant
(see e.g. [128,130]). For several researchers in social and
developmental robotics, this involves building anthropomor-
phic machines [85]. Second, the notion that there is nothing
more to the development of intentionality than anthropomor-
phism. We unwittingly anthropomorphize human infants; a
carer interprets a baby’s merely reflexive behaviour as (say)
social smiling, and by smiling in return encourages the devel-
opment of social intelligence in the baby. Some robotics
researchers suggest that, if human observers interact with
machines in ways analogous to this carer-infant exchange,
the result will be intelligent machines (see e.g. [29,36]). Such
interaction will be easiest, it is implied, if it involves anthro-
pomorphic robots. The combination of these two ideas gives
Al a new take on the project of building a thinking machine.

Many concepts at the centre of this work in current Al
were present at the birth of the field, in Turing’s writings
on machine intelligence. Turing [139,141] theorized that the
cortex of the human infant is a learning machine, to be orga-
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nized by a suitable process of education (to become a univer-
sal machine) and that simulating this process is the route to a
thinking machine. He described the child machine, a machine
that is to learn as human infants learn (see [113]). Turing
also emphasized the importance of embodiment, particularly
human-like embodiment [139,141]—he did, though, warn
against the (hypothesized) uncanny valley [99] (see section
below), saying that too human-like machines would have
‘something like the unpleasant quality of artificial flowers’
[143, p. 486]. For Turing, the project of building a child
machine has both psychological and philosophical benefits.
Concerning the former, attempting to construct a thinking
machine will help us, he said, to find out how human beings
think [140, p. 486]. Concerning the latter, for Turing the con-
cept of the child machine is inextricably connected to the
idea of a genuine thinking thing: the machine that learns to
generalize from past education can properly be said to have
‘initiative’ and to make ‘choices’ and ‘decisions’, and so can
be regarded as intelligent rather than a mere automaton [141,
p- 429], [142, p. 393].

5 Disadvantages of Anthropomorphism in HRI

Despite numerous advantages that anthropomorphism brings
to HRI, there are also some drawbacks related to human-like
design and task performance. Anthropomorphism is not a
solution, but a mean of facilitating an interaction [52]. When
arobot’s human-likeness has a negative effect on interaction,
it should be avoided. For example, during medical check-
ups conducted by a robot, patients felt less embarrassed
with a machine-like robot than a more humanoid robot [20].
Furthermore, the physical presence of a robot results in a
decreased willingness of people to disclose an undesirable
behaviour compared to a projected robot [92]. These find-
ings suggest that a machine-like form could be beneficial,
as patients might provide additional information—which
otherwise they might have tried to hide, if they thought it
embarrassing—that could help toward a correct diagnosis.
Moreover, providing an anthropomorphic form to a robot
might not be sufficient to facilitate people’s interaction with
it. People engage more in HRI when it is goal-oriented rather
than in a pure social interaction [8].

Furthermore, a robot’s anthropomorphism leads to dif-
ferent expectations regarding its capabilities and behaviour
compared to machine-like robots. People expect that human-
like robots will follow human social norms [135]. Therefore,
a robot that does not have the required capabilities to do
so can decrease the satisfaction of their human partners in
HRI. Although in the short term this can be counter-balanced
by the higher reward-value due to the robot’s anthropomor-
phic appearance [135]. In the context of search and rescue,
people felt calmer when a robot had a non-anthropomorphic
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appearance; considering that such an interaction context is
highly stressful for humans, apparently a robot’s machine-
like-aspects are more desirable [25]. A similar preference
was shown in the case of robots that are designed to interact
in crowded urban environments [67]. People indicate that in
the first place a robot should be functional and able to com-
plete its tasks correctly and only in the second place does
its enjoyable behaviour matter [96]. In addition, a robot’s
movement does not need to be natural because in some con-
texts people may prefer caricatured and exaggerated behav-
iour [150]. There are also legal questions regarding anthropo-
morphic technology that must be addressed. Android science
has to resolve the issue of the moral status of androids—
or unexpected ramifications might hamper the field in the
future [37].

5.1 The Risks of Anthropomorphism in Al

The disadvantages of building anthropomorphic robots also
include the following, in ascending order of seriousness for
Al First, it has been claimed, the phenomenon of anthro-
pomorphic robots (at least as portrayed in fiction) encour-
ages the general public to think that AI has advanced
further than it has in reality—and to misidentify Al as
concerned only with human-like systems. Jordan Pollack
remarked, for example, ‘We cannot seem to convince the
public that humanoids and Terminators are just Holly-
wood special effects, as science-fictional as the little green
men from Mars!” [108, p. 50]. People imagine that service
robots of the future will resemble robots from literature and
movies [101].

The second problem arises specifically for those
researchers in social and developmental robotics whose aim
is to build anthropomorphic robots with the cognitive or
affective capacities of the human infant. Several theorists
claim that focusing on human-level and human-like Al is a
hindrance to progress in Al: research should focus on the
‘generic’ concept of intelligence, or on mindless intelligence
[108], rather than on the parochial goal of human intelli-
gence (see e.g. [66,79]). To quote Pollack again, Al behaves
‘as if human intelligence is next to godliness’ [108, p. 51]. In
addition, critics say, the difficult goal of human-like Al sets
an unrealistic standard for researchers (e.g. [42]). If sound,
such objections would apply to the project of building a child
machine.

The third difficulty arises for any attempt to build a socially
intelligent robot. This is the forensic problem of anthropo-
morphism — the problem of how we are reliably able to detect
intelligence in machines, given that the tendency to anthro-
pomorphize leads us to find intelligence almost everywhere
[110,112]. Researchers in Al have long anthropomorphized
their machines and anthropomorphic robots can prompt fan-
tasy and make-believe in observers and researchers alike.
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Such anthropomorphizing is not ‘innocent’: instead it intro-
duces a bias into judgements of intelligence in machines and
so renders these judgements suspect.” Even at the beginning
of the field, in 1948, Turing said that playing chess against a
‘paper’ machine (i.e. a simulation of machine behaviour by a
human being using paper and pencil) ‘gives a definite feeling
that one is pitting one’s wits against something alive’ [141,
p- 412]. His descriptions of his own machines were some-
times extravagantly anthropomorphic—he said, for example,
that his child machine could not be sent to school ‘without
the other children making excessive fun of it’ [139, pp. 460-
1]—but they were also plainly tongue-in-cheek. He made it
clear, when talking of ‘emotional’ communication between
human and child-machine? (the machine was to be organised
by means of ‘pain’ and ‘pleasure’ inputs) that this did ‘not
presuppose any feelings on the part of the machine’ [139],
[141, p. 461]. In Turing’s vocabulary, ‘pain’ is just the term
for a signal that cancels an instruction in the machine’s table.

Anthropomorphizing leaves Al with no trustworthy way
of testing for intelligence in artificial systems. At best, the
anthropomorphizing of machines obscures both Al’s actual
achievements and how far it has to go in order to produce gen-
uinely intelligent machines. At worst, it leads researchers to
make plainly false claims about their creations; for exam-
ple, Yamamoto described his robot vacuum cleaner Sozzy
as ‘friendly’ [153] and Hogg, Martin, and Resnick said that
Frantic, their Braitenberg-like creature made of Lego bricks,
‘does nothing but think’ [84].

In a classic 1976 paper entitled ‘Artificial Intelligence
Meets Natural Stupidity’, Drew McDermott advised scien-
tists to use ‘colourless’ or ‘sanitized’ technical descriptions
of their machines in place of unreflective and misleading
psychological expressions [98, p. 4]. (McDermott’s target
was ‘wishful mnemonics’ [98, p. 4] but anthropomorphizing
in Al goes far beyond such shorthand.) Several researchers
in social robotics can be seen as in effect attempting to
follow McDermott’s advice with respect to their anthropo-
morphic robots. These researchers refrain from saying that
their ‘expressive’ robots have emotions, and instead say that
they have emotional behaviour. Kismet, Cynthia Breazeal’s
famous (now retired) interactive ‘expressive’ robot was said
(without scare-quotes) to have a ‘smile on [its] face’, a ‘sor-
rowful expression’, a ‘fearful expression’, a ‘happy and inter-
ested expression’, a ‘contented smile’, a ‘big grin’, and a
“frown’ ([31, p. 584-588], [30,35]). However, this vocab-
ulary is not sufficiently sanitized: for example, to say that
a machine smiles is to say that the machine has an intent,

2 Daniel Dennett uses the notion of ‘innocent’ anthropomorphizing in
[46].

3 Turing distinguished between communication by ‘pain’ and ‘plea-
sure’ inputs and ‘unemotional’ communication that by means of ‘sense
stimuli’ [141]; for analysis see [114].

namely to communicate, and an inner state, typically hap-
piness.* Here the forensic problem of anthropomorphism
reemerges. We need a test for expressiveness, as much as
for intelligence, that is not undermined by our tendency to
anthropomorphize.

5.2 Uncanny Valley

Anthropomorphism not only affects how people behave
towards robots, but also whether they will accept them in
natural human environments. The relation between the phys-
ical appearance of robots and their acceptance has recently
received major interest in the field of HRI. Despite this, there
are still many unanswered questions and most efforts are
devoted to the uncanny valley theory [99]. This theory pro-
poses a non-linear relationship between a robot’s degree of
anthropomorphism and its likeability. With increased human-
likeness a robot’s likeability also increases; yet when a robot
closely resembles a human, but is not identical, this produces
a strong negative emotional reaction. Once a robot’s appear-
ance is indistinguishable from that of a human, the robot is
liked as much as a human being [99].

It has been suggested that neurological changes are
responsible for the uncanny valley phenomenon [124]. Fur-
thermore, it is the perceived higher ability of anthropomor-
phic robots to have experience that makes people particularly
uncomfortable with human-like technology [73]. However,
in spite of its popularity the empirical proof of the uncanny
valley theory is relatively sparse. Some studies did not find
evidence supporting this hypothesis [19], while others sug-
gest that the relation between likeability and appearance
might have a different shape, one that resembles more a cliff
than a valley [18]. We believe that future research should
address three key issues: defining terminology, finding enti-
ties that lie between the deepest point of the uncanny valley
and the human level, and investigating the uncanny valley in
studies that involve actual HRI.

Up to now multiple terms have been used in place of the
Japanese term used by Mori to describe the uncanny val-
ley. This reduces the comparability of the studies. Moreover,
other researchers point out that even the human-likeness axis
of the graph is not well-defined [38]. Efforts are spent on
trying to find a term that would fit the hypothesized shape
of the valley rather than on creating a hypothesis that fits the
data. It is also possible that the term used by Mori might not
be the most appropriate one and that the problem does not
lie only in the translation.

The uncanny valley hypothesis suggests that when a robot
crosses the deepest point of the uncanny valley its likeabil-
ity will suddenly increase. However, to date, no entity has

4 This is not to suggest that what makes a ‘smile’ into a smile is some
feeling—an inner state—in the robot. See [111,113].
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been shown to exist that is similar enough to a human for
it to fit this description. We propose that work on the oppo-
site process to anthropomorphism could fill that niche. It has
been suggested that dehumanization, which is the deprivation
of human qualities in real human beings, is such a process
[78]. Work on dehumanization shows which characteristics
are perceived as critical for the perception of others as human.
Their elimination leads to people being treated as if they were
not fully human. The studies of dehumanization show that
there are two distinct senses of humanness—uniquely human
and human nature. Uniquely human characteristics distin-
guish humans from other species and reflect attributes such
as intelligence, intentionality, or secondary emotions. On the
other hand, people deprived of human nature are perceived
as automata and lacking in primary emotions, sociability, or
warmth. These two dimensions map well onto the concept
proposed for the dimensionality of mind-attribution that was
found to involve agency and experience [72]. Therefore, we
could explore the uncanny valley, not by trying to reach the
human level starting from a machine, but rather by using
humans that are perceived as lacking some human qualities.
There is some empirical evidence that anthropomorphism is
also a multi-dimensional phenomenon [156].

In addition, all previous studies of the uncanny valley
hypothesis have used either static images or videos of robots.
The question remains how well these findings can be gener-
alized to actual HRI. It is possible that the uncanny valley
would have no effect on HRI or that it would be limited
to the very first few seconds of interaction. The studies of
the uncanny valley phenomenon in computer graphics indi-
cate that this phenomenon might be related to the exposure
to a specific agent [47]. Increased familiarity with an agent
could be related with decreased uncanniness felt as a result
of its appearance. The physical appearance of a robot is not
the most important factor in anthropomorphism [90]. Fur-
thermore, the perception of human-likeness changes during
interaction [68]. It is possible that the uncanny valley might
lead to people being less willing to engage in interaction.
However, we believe that more effort should be put into inter-
action design rather than physical-appearance design, since
the relationship between the former and the uncanny valley
needs further empirical research.

6 Overcoming the Problems of Anthropomorphic
Technology

Even if we accept the uncanny valley as it was proposed by
Mori, there are certain reasons why the consequences for
acceptance of anthropomorphic robots are not as profound
as the theory indicated. In non-laboratory conditions peo-
ple rarely reported an eerie feeling when interacting with a
geminoid [21]. Furthermore, at least for computer graphics

@ Springer

there are guidelines regarding the creation of anthropomor-
phic heads that can reduce the unnaturalness of agents’ faces
[97]. Furthermore, people find robots’ performance much
more important than their appearance [76], which further
emphasizes that whether a robot performs its task correctly
is of greater importance than how it looks.

6.1 Facilitating positive attitudes toward eerie machines

If the uncanny valley has a lasting effect on HRI, it is ben-
eficial to consider how the acceptance of eerie machines
could be facilitated. Previous work in HRI shows that peo-
ple can perceive robots as either ingroup or outgroup mem-
bers [57] and even apply racial prejudice towards them [58].
Therefore, the theoretical foundations for the integration
of highly human-like robots could build on the extensive
research examining how to facilitate positive intergroup rela-
tions between humans belonging to differing nationalities,
ethnicities, sexual, or religious groups. The topic of inter-
group relations has been heavily investigated by social psy-
chologists worldwide since World War II. While some of this
early work was interested in understanding psychological
factors that led to the events of the Holocaust, Gordon All-
port’s seminal work on the nature of prejudice [5] provided
the field with a larger platform to examine the basic psycho-
logical factors underlying stereotyping, prejudice, and dis-
crimination.

From several decades of research on the topic, the field
has not only shed light on the varied ways in which inter-
group bias manifests itself in everyday life [45,74], but it
also helps us better understand the economic, motivational,
cognitive, evolutionary, and ideological factors that drive
intergroup bias and conflict between social groups [83]. In
addition, the field has also identified several social psycho-
logical approaches and strategies that can be used to reduce
prejudice, stereotyping, and discrimination toward outgroups
(i.e. groups to which we do not belong). These strate-
gies range from interventions that promote positive feelings
and behaviour toward outgroups through media messages
[50,105,152], recategorization of outgroups into a common
superordinate group [50,51], valuing diversity and what each
subgroup can contribute to the greater good [145,146,154],
promoting positive contact with members of the outgroup
[50,106,107], among others.

In the context of HRI, these social psychological strategies
may be used to promote positive HRI and favorable social
attitudes toward robots. For example, from over fifty years
of empirical research on intergroup contact, there is strong
empirical evidence that positive contact with an outgroup
can reduce prejudice or negative feelings toward the out-
group [106,107]. Such positive contact between two groups
has been shown to be particularly beneficial when four con-
ditions are met: (a) within a given situation, the perceived
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status of the two groups must be equal; (b) they must have
common goals; (c) cooperation between the two groups must
occur; and (d) positive contact between groups must be per-
ceived as sanctioned by authority. Such intergroup contact
may reduce outgroup prejudice for many different reasons
[106,107], one reason being that positive contact allows one
to learn more about the outgroup. In the context of HRI,
one may, therefore, expect that negative attitudes towards
human-like robots may stem from their perceived unfamil-
iarity and unpredictability. Although they look human-like,
people cannot be sure whether machines will behave like
a human being. Increased familiarity with such technology
might thereby lead to decreased uncertainty regarding its
actions and in turn reduce negative feelings toward them.
Empirical research is needed in order to establish whether
intergroup contact can facilitate greater acceptance of anthro-
pomorphic robots. More broadly, such social psychological
research may offer insight into understanding when and why
people may feel unfavorably toward robots, while offering
practical strategies that can be considered in HRI as a means
to promote greater social acceptance of robots in our increas-
ingly technological world.

6.2 Limiting the Risks Associated with Anthropomorphic
Technology

Of the criticism that anthropomorphic robots (in fiction at
least) encourage the general public to think that Al has pro-
gressed further than in actuality, we can simply say that this
may underestimate the public’s good sense. The objection,
against those researchers aiming to build a child-machine,
that human-like Al is a mistaken and unproductive goal can
also be answered. For example, the real target of this com-
plaint may be, not human-level or human-like Al as such,
but rather symbolic Al as a means of attaining human-level
Al (see [110]). Behaviour-based approaches may escape this
complaint. Moreover, the assumption that there is such a
thing as generic intelligence, and this is the proper subject of
study for researchers in computational intelligence, begs an
important question. Perhaps our concept of intelligence just
is drawn from the paradigm examples of thinking things—
human beings.

This leaves the forensic problem of anthropomorphism.
In general, Al requires a distinction between a mere and a
thinking machine, and this distinction must be proof against
the human tendency to anthropomorphize. This is exactly
what Turing’s imitation game provides (see [110, 112]). The
game disincentivizes anthropomorphism: an observer (i.e.
interrogator) who anthropomorphizes a contestant increases
the chances of making the embarrassing mistake of misiden-
tifying a computer as a human being. The behaviour of inter-
rogators (in early Loebner Prize Contests where a series of
machine and human contestants were interviewed individu-

ally) shows that observers go out of their way to avoid this
awkward error, to the extent that they misidentify human
beings as computers. In addition, the imitation game con-
trols for the effect of the tendency to anthropomorphize; in
simultaneous interviews with a machine and a human con-
testant, an observer’s propensity to anthropomorphize (which
we can assume to be present equally in both interviews) can-
not advantage one contestant over the other. Turing’s test is
proofed against the human tendency to anthropomorphize
machines.

But how is anthropomorphism-proofing to be applied
to judgements of intelligence or affect in anthropomorphic
robots? Much of the engineering of these robots is to make
them visibly indistinguishable from a human being. An open
imitation game where both contestants—a hyper-realistic
anthropomorphic robot and an actual human being—are seen
by the interrogator would provide a disincentive to anthro-
pomorphizing and a control on the tendency to anthropo-
morphize. However, interrogators in this game might well
focus on characteristics of the contestants that Turing labeled
‘irrelevant’ disabilities—qualities immaterial to the question
whether a machine can think, such as a failure ‘to shine in
beauty competitions’ [139, p. 442]. An interrogator might,
for example, concentrate on the functioning of a contestant’s
facial muscles or the appearance of the skin. This open game,
although anthropomorphism-proofed, would fail as a test of
intelligence or affect in machines. On the other hand, in the
standard game where both the robot and the human con-
testants are hidden, much of the robot’s engineering would
now be irrelevant to its success or failure in the game—for
example, David Hanson’s robot Einstein’s ‘eyebrows’ [103]
surely do not contribute to a capacity for cognition or affect.
This is why Turing said that there is ‘little point in trying to
make a “thinking machine” more human by dressing it up
in ... artificial flesh’ [139, p. 442] and hoped that ‘no great
efforts will be put into making machines with the most dis-
tinctively human, but non-intellectual characteristics such as
the shape of the human body’ [143, p. 486].

In sum, AI requires some means of anthropomorphism-
proofing judgements of intelligence or affect in anthropomor-
phic robots—otherwise it lacks a distinction between justi-
fied and unjustified anthropomorphizing. An open Turing test
will test for the wrong things. A standard Turing test will suf-
fice, but seems to be inconsistent with the growing trend for
hyper-realistic and eerie robots.

7 Conclusions
In this paper we have discussed the widespread tendency for
people to anthropomorphise their surroundings and in partic-

ular how this affects HRI. Our understanding of its impact on
HRI is still in its infancy. However, there is no doubt that it
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creates new opportunities and poses problems that can have
profound consequences for the field of HRI and acceptance
of the robotic technology.

Anthropomorphism is not only limited to the appearance
of arobot, but the design of a robotic platform must also con-
sider arobot’s interaction with humans as an important factor.
Accordance between these factors is necessary for a robot to
maintain its human-like impression. A well designed system
can facilitate interaction, but it must match the specific task
given to a robot. For people it is more important that a robot
can do its job accurately rather than how it looks. However,
we have presented multiple examples where anthropomor-
phic form in appearance and behavior can help a robot to
perform its tasks successfully by eliciting desired behaviours
from human interaction partners.

On the other hand, development of anthropomorphic
robots comes at certain costs. People expect them to adhere
to human norms and have much higher expectations regard-
ing their capabilities compared to robots with machine-like
appearance. The uncanny valley hypothesis suggests that
there is repulsion toward highly human-like machines that
are still distinguishable from humans. However, in this paper
we have shown the main shortcoming of the previous work
that might hamper the suitability of this theory in HRI. Future
research should focus on investigating of this phenomenon
in real HRI rather than by using images or videos. Moreover,
work on the opposite process, dehumanization, can help us to
understand the relationship between acceptance and anthro-
pomorphism better. In addition, in order to facilitate the inte-
gration of human-like robots we propose to employ strategies
from the area of intergroup relations that are being used to
facilitate positive relations between human subgroups.

We have also shown that the phenomenon of anthropomor-
phic robots generates challenging philosophical and psycho-
logical questions. In order for the field of Al to progress fur-
ther it is necessary to acknowledge them. These challenges
can not only affect how the general public perceives cur-
rent and future directions of research and anthropomorphic
and intelligent systems, but also might determine how far
the field can go. It remains to be seen whether the field can
successfully address these problems.
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