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ABSTRACT

Emergence of autonomous machines is a hotly debated topic in mass-media. However, previous research has not empirically investigated whether the perceived autonomy of robots affects their social acceptance. In this study we examined the impact of perceived robot autonomy on realistic threats (threats to human jobs, resources and safety) and identity threats (threats to human identity and distinctiveness), attitude toward robots, and support for robotics research. US based participants watched a video of robots performing various tasks – these robots were presented as either autonomous and capable of disregarding human commands or non-autonomous and only capable of following human commands. Participants who watched videos of supposedly autonomous robots perceived robots in general to be significantly more threatening to humans (both realistic and identity threats) than those who watched a video of non-autonomous robots. Furthermore, exposure to autonomous robots evoked stronger negative attitude towards robots in general and more opposition to robotics research than exposure to non-autonomous robots. Both realistic and identity threats mediated the increase in negative attitudes toward robots and opposition to robotics research, although realistic threats were often the stronger mediator of the two. Our findings have practical implications for research on AI and open new questions on the relationship between robot autonomy and their social impact.

1. Introduction

The development of full artificial intelligence could spell the end of the human race – Stephen Hawking (Waugh, 2015).

If I had to guess what the biggest threat to our existence is, it's probably artificial intelligence – Elon Musk (Waugh, 2015).

The above two quotes by famous science and business people about artificial intelligence are examples of the current attitude in popular culture towards autonomous machines. In Western cultures, a future in which humans have to fight against robots that decided to rebel has been a commonly depicted topic in books and movies. In spite of that, the progress of technology enables researchers to create advanced machines that can perform increasing number of tasks autonomously without human control and supervision. These robots are not only limited to factory settings, but have become part of everyday human environments. Self-driving cars and UAVs are examples of such technology.

On the other hand, autonomous machines pose legal and ethical concerns (Calverley, 2006). The ethical aspects regarding the use of autonomous robots are still not well defined (Arkin and Moshkina, 2007). The United Nations annually discusses the use of Lethal Autonomous Weapons Systems during the Convention on Certain Conventional Weapons. Some scientists argue that since autonomous robots in the warfare context cannot be held responsible for their actions, their use is unethical (Sparrow, 2007).

Considering that the development of autonomous machines is a hot topic in mass-media and politics, it is important to conduct empirical research that could help scientists and engineers understand factors that facilitate or hinder the acceptance of robots and other such technology in society. Autonomy is regarded as an important benchmark in HRI (Kahn et al., 2006). It is one of the requirements for a robot to be seen as a moral agent (Sullins, 2011). Moreover, it affects the extent to which people are willing to use a robot (Stafford et al., 2013) or work with it (Weiss et al., 2008). Assigning anthropomorphic characteristics has been also shown to increase trust in autonomous vehicles (Waytz et al., 2014). In addition, autonomy affects blame and credit attributed to a robot and its human interaction...
partners (Kim and Hinds, 2006).

Previous research in HRI and HCI has investigated the relationship between social acceptance, and autonomous and intelligent technology. Factors, such as a system's transparency (Kim and Hinds, 2006), controllability (Jameson and Schwarzkopf, 2002), trust (Lewandowsky et al., 2000), prior interaction experience (Kirchbuchner et al., 2015), physical contact (Evers et al., 2010) or sharing driving goals (Verberne et al., 2012) play a role in how people perceive autonomous technology. However, all of these studies focused on specific platforms that were able to independently and automatically perform specific tasks. Therefore, the level of autonomy was limited to doing various actions without human input. In comparison with this work, in this paper we focus on the acceptance of robots that can autonomously decide whether to follow or disregard human instructions. The improved capabilities of robots will sooner or later lead to situations in which an autonomous robot must be able to decide whether to follow or disregard human commands to achieve the goal for which it was built. Disregarding a human command does not imply a scenario from science fiction movies where robots turn against humans. Instead, an autonomous robot requested to harm another human or given two conflicting commands by humans will need to determine what to follow. However, our knowledge regarding social acceptance of such technology is currently limited.

Gray and Wegner (2012) showed that the ability of robots to experience, but not become an agent, leads to uncanny feelings towards a robot. Nevertheless, in this paper we will argue that autonomous robots can be also perceived as threatening and induce negative attitudes toward robots in general when people perceive themselves as losing power and control over such technology. Specifically, when robots are perceived to be autonomous, it undermines human perception of dominance or control over robots. By undermining our control or power over robots, they may be perceived as more threatening to human safety, well-being, resources, (i.e. realistic threat) and also to human uniqueness and distinctiveness (i.e. identity threat) which in turn may impact attitudes toward robots and support for robotics research.

1.1. Social power

According to Galinsky et al. (2015) personal social power is equivalent to the concept of autonomy. In psychology, social power is defined as “an asymmetric control over valued resources in a social relationship” (Magee and Galinsky, 2008). This definition could also be applied in the context of HRI as robots are treated as social agents that can engage in social interactions with their users. Indeed, it has been shown that an advice-giving robot that provided highly threatening advice messages to human autonomy invoked feelings of anger and negative thoughts compared to low threat-to-autonomy advice messages (Roubroeks et al., 2010).

However, it is possible that not only in situations of direct threat to human autonomy, robots will encounter reactance from their human interaction partners. A robot that is an autonomous agent may reduce perceived human control over them. This has been proposed by Norman (1994) who suggested that high autonomy of agents can induce negative emotions in users as it makes them feel a lack of control. Since power operates through the need for control (Guinote, 2007), autonomous machines could produce the outcomes known from work on social power in human relationships.

Power has been shown to affect human cognition, motivation, self- and social perception, physiological states, and behavior (Galinsky et al., 2015). It also affects the relative importance of self versus other (Rucker et al., 2011). High power individuals are perceived as more important as a result of possessing more resources and control, while low power people are seen as dependent.

The impact of social power on individual's functioning is a result of social hierarchy being present among cultures and species since it facilitates organization of multiple individuals (Haley et al., 2011; Van Vugt et al., 2008). Low power states are aversive and people are motivated to gain power (Horwitz, 1958; Worchel et al., 1978). Moreover, people with low-power experience more negative affect than their high-power peers (Berdahl and Martorana, 2006).

Given the diverse effects of social power on human cognition, attitudes, and behavior, it should not be surprising that undermining human's power or control over technology may also be aversive. People want to maintain control in their lives. The events and cognitions that could reduce personal control tend to evoke efforts to restore the perceived control (Landau et al., 2015). In addition, social experiences and environmental conditions that can potentially diminish perceived control of an individual, result in negative arousal (Kobasa, 1979; Tangney et al., 2004; Taylor, 1983; Thompson, 1991). The behavioral inhibition system triggers hypervigilance and anxious arousal when a person is exposed to a threat (Gray and McNaughton, 2000).

Robots are supposed to serve humans and follow their commands. Therefore, people expect to have control and power over them. However, autonomous machines that make decisions on their own threaten that hierarchy. When human wellbeing and existence is affected by unpredictable factors in the environment, such as would be the case of autonomous robots, that would reduce certainty regarding their power to control the environment (Landau et al., 2015). As a result, autonomous robots could be perceived by people as threatening for their control and power over technology. Since power cues often operate nonconsciously (Smith and Galinsky, 2010) and subjective perception of individual's power has stronger impact than objective power, it would be sufficient for people to believe that autonomous robots undermine their control and power over technology which may induce the negative arousal towards these robots. In the present work, we are looking at whether exposure to robots that are seemingly autonomous with no information about whether these are threatening human jobs, human safety, uniqueness, and survival (e.g., Terminator, Ex-Machina, Blade Runner, i-Robot). Research emerging from the psychology of inter-group relations distinguishes between two distinct sources of threat that can be posed by an out-group: realistic and identity threats (Rick et al., 2006; Stephan et al., 1999). Realistic threat refers to threats to the material resources, safety, and physical wellbeing of the ingroup. In the context of HRI, autonomous robots may be viewed as threatening human jobs, human safety, or wellbeing, thereby posing a realistic threat to humans.

However, a second source of threat involves a more symbolic threat to human identity or distinctiveness. Specifically, identity threats refer to threats to the ingroups’ uniqueness, values, and distinctiveness (Rick et al., 2006; Stephan et al., 1999). Much psychological research demonstrates that people are motivated to perceive their own group as positively distinct from others (Tajfel and Turner, 1986). Autonomous robots may not only pose realistic threats to human safety, wellbeing and scarce materials, but also identity threats by blurring the lines between what is perceived to be human and machine (i.e., ‘us’ and ‘them’), as well as what it means to be an autonomous agent that can control its environment.
1.3. Mediating role of threat on prejudice and discrimination

An extant body of work from the psychology of intergroup relations has shown that both realistic and identity threats fuel intergroup prejudice (i.e., negative attitudes), discrimination, and conflict. For example, realistic threats have been shown to be an underlying factor of intergroup prejudice, discrimination, and conflict (Rieke et al., 2006; Stephan et al., 1999; LeVine and Campbell, 1972). Similarly, when a group’s distinctiveness, uniqueness or identity is threatened, this may also lead to prejudice, discrimination, and intergroup conflict (Jetten et al., 1997, 1998; Yogeeswaran et al., 2012). In the present research, we examine whether exposure to autonomous robots promotes more negative attitudes toward robots because of increased realistic threats and/or identity relevant threats to humans. Similarly, we also examine whether exposure to such allegedly autonomous robots leads people to express greater opposition to funding of robotics research (as a policy outcome) because people feel that robots are a threat to human safety, resources, well-being, as well as human uniqueness and distinctiveness.

1.4. Hypotheses

Based on the above discussion on the relation between autonomy and power we formulated the following hypotheses that will be addressed in this paper:

- \( H_{1a} \): Exposure to autonomous robots will lead people to perceive robots in general as posing more realistic threats than equivalent exposure to non-autonomous robots.
- \( H_{1b} \): Exposure to autonomous robots will lead people to perceive robots in general as posing more identity relevant threats than equivalent exposure to non-autonomous robots.
- \( H_2 \): People will express more negative attitudes toward robots and become more opposed to robotics research after being exposed to autonomous robots than non-autonomous robots.
- \( H_3 \): Both realistic and identity threats will mediate the relationship between exposure to autonomous robots and negative attitudes toward robots.
- \( H_4 \): Both realistic and identity threats will mediate the relationship between exposure to autonomous robots and opposition toward robotics research.

2. Method

2.1. Participants

Two hundred and thirty-nine participants including 90 men and 149 women were recruited using Amazon’s online Mechanical Turk (MTurk) in exchange for $2 USD. Of these participants, 63 failed a critical manipulation check or finished in less than 6 min suggesting they had not watched the entire video manipulation (the video itself is over 4 min long making it impossible to finish the entire study within 6 min). The remaining sample therefore included 176 participants (110 females, 66 males). All participants were US based in the age range of 18–73 years (\( M = 37.76; SD = 11.94 \)).

We chose MTurk platform to recruit participants as MTurk workers were found in previous studies to be more representative for the USA population than either student based studies or Internet recruited samples commonly used in other experiments (Bartneck et al., 2015; Buhrmester et al., 2011; Ramsey et al., 2016). Furthermore, MTurk respondents have similar levels of education and are employed in similar sectors as respondents of other widely used surveys (Huff and Tingley, 2015). In addition, internal motivation rather than monetary reward has been found to be the main reason why US based subjects work on MTurk (Buhrmester et al., 2011). This evidence gave us confidence that our sample is not less representative and diverse than commonly used samples in the field.

2.2. Manipulation

Participants were randomly assigned to watch one of two videos uploaded as a private video on Youtube. The videos depicted robots doing a variety of tasks, including cleaning, driving, and looking after the elderly, as well as robots demonstrating their capabilities such as running, jumping, and performing tai-chi. A wide range of robots from industrial machine-like robots, through humanoids to human-like androids were presented in the video. During these visuals, a male American voice documented the recent advances in robotics and the likely future of robotics. All these robots were described as being capable of performing a range of physical and mental tasks such as tennis, weight-lifting, chess, and puzzle solving. However, in one segment of the video, participants were randomly assigned to hear that this new generation of robots are either: (a) capable of making autonomous decisions such as accepting or rejecting human commands depending on their own assessment of a situation; or (b) not autonomous, and only capable of following human commands. Besides this subtle difference in the narration of the video, all other aspects of the video were identical.

2.3. Measures

2.3.1. Realistic threat

Participants completed five items assessing the degree to which they perceived robots to pose a realistic threat to human jobs, resources, and safety. These items were adapted from previous research using ethnic and national groups (Stephan et al., 1999), and have been used in other research in the context of HRI (Yogeeswaran et al., 2016). Sample items included: “The increased use of robots in our everyday life is causing more job loss for humans”, “In the long run, robots pose a direct threat to human safety and wellbeing.” These items were measured on a 7-point scale from strongly disagree (1) to strongly agree (7).

2.3.2. Identity threat

Participants also completed a 5-item measure of the extent to which they perceived robots to pose a threat to human identity and distinctiveness. These items were adapted from previous research using ethnic and national groups (Yogeeswaran and Dasgupta, 2014), and have been used in other HRI research (Yogeeswaran et al., 2016). Sample items included: “Recent advances in robot technology are challenging the very essence of what it means to be human.”, “Technological advancements in the area of robotics is threatening to human uniqueness.” These items were measured on a 7-point scale from strongly disagree (1) to strongly agree (7).

2.3.3. Negative attitudes toward robots

Participants also completed a measure of the NARS (Negative Attitudes toward Robots Scale); (Nomura et al., 2004), a 14-item scale assessing generalized negative feelings toward robots. The measure comprises three subscales assessing: (a) attitudes toward interactions with robots (6 items; e.g. “I would feel relaxed talking with robots”) (b) attitudes toward the social influence of robots (5 items; e.g. “I feel that in the future society will be dominated by robots”); and (c) attitudes toward emotional interactions with robots (3 items; e.g. “I would feel relaxed talking with robots”).

2.3.4. Support for robotics research

Participants read a brief paragraph detailing the creation of the National Robotics Initiative started by the U.S. government a few years back. After a short description of the initiative, participants were asked to indicate their support for the program using the item: “How much do you support this initiative?” Participants were also asked to indicate their support for robotics research using the item: “How much do you support the use of tax payer dollars for robotics research?” Participants
responded to both items using a 10-point Likert-scale from extremely oppose (1) to extremely favor (10).

2.4. Procedure

Participants were recruited via MTurk. Participants first read an information sheet that outlined the purpose of the study and offered consent to participate. Participants initially answered demographic questions pertaining to their gender, age, and ethnicity. Once these were completed, participants were randomly assigned to watch a video clip that either presented a new generation of robots that were allegedly autonomous (i.e. capable of accepting or rejecting human commands based on their own assessment of a situation) or completely non-autonomous. Participants then completed measures of threat (both realistic and identity threats) and negative attitudes toward robots. Finally, participants completed the policy support measure before being probed for suspicion and debriefed.

3. Results

3.1. Mean differences

3.1.1. Realistic threat

A composite measure of realistic threat was created by averaging all 5-items on the scale after ensuring that it had strong internal consistency ($\alpha = .87$). Using this measure, a one-way ANOVA revealed that participants made to believe that robots were autonomous ($M = 4.60; SD = 1.33$) perceived robots in general to pose a greater threat to human jobs, resources, and safety than those made to believe these robots were non-autonomous ($M = 4.13; SD = 1.44$), $F(1, 174) = 5.28, p = .02$, $\eta_p^2 = .03$ (see Table 1).

3.1.2. Identity threat

A composite measure of identity threat was created by averaging all 5-items on the scale after ensuring that it had strong internal consistency ($\alpha = .91$). A similar one-way ANOVA revealed that robots in general were perceived to be significantly more threatening to human uniqueness and identity when they believed that some robots were autonomous and capable of accepting or rejecting human commands ($M = 4.04; SD = 1.58$) compared to when they believed these robots were not autonomous ($M = 3.54; SD = 1.69$), $F(1, 173) = 4.10, p = .04$, $\eta_p^2 = .02$.

3.1.3. Negative attitudes toward robots

A composite for each of the subscales of the NARS was created. Items for the first subscale on negative attitudes toward interactions with robots were combined after establishing that these items showed high internal consistency (6 items; $\alpha = .82$). Similarly, items for the second subscale on negative attitudes toward the social influence of robots were combined after establishing that these items showed high internal consistency (5 items; $\alpha = .78$). Finally, items from the third subscale assessing negative attitudes toward emotional interactions with robots were also combined after establishing these had high internal consistency (3 items; $\alpha = .79$).

We then proceeded to test whether perceived autonomy of robots impacted people’s negative attitudes toward them on each of these subscales. A one-way ANOVA first revealed that participants told that new generation robots were capable of autonomous decisions ($M = 2.61; SD = 0.85$) showed similar attitudes toward interactions with robots to those told these robots were non-autonomous ($M = 2.46; SD = 0.83$), $F(1, 172) = 1.51, p = .22$, $\eta_p^2 = .01$. However, participants told that robots were capable of autonomy ($M = 3.34; SD = 0.84$) had significantly more negative attitudes toward the social influence of robots than those told that the robots were completely non-autonomous ($M = 3.07; SD = 0.97$), $F(1, 173) = 3.89, p = .05$, $\eta_p^2 = .02$. Similarly, participants expressed more negative attitudes toward emotional interactions with robots after being told that robots were capable of autonomous decisions ($M = 3.41; SD = 0.93$) than when they were told these robots were completely non-autonomous ($M = 3.10; SD = 0.93$), $F(1, 174) = 4.37, p = .04$, $\eta_p^2 = .03$.

3.1.4. Support for robotics research

Support for robotics research was calculated by combining the two items described earlier after ensuring they had strong internal consistency ($\alpha = .89$). A one-way ANOVA revealed that exposure to robots that were seemingly capable of autonomous decisions ($M = 5.02; SD = 2.52$) led participants to express decreased support for robotics research relative to seeing identical robots that were allegedly non-autonomous ($M = 5.85; SD = 2.15$), $F(1, 174) = 5.47, p = .02$, $\eta_p^2 = .03$.

3.2. Mediation analyses

3.2.1. Negative attitudes toward robots

Using Hayes (2013) PROCESS macro, we computed the indirect effect of realistic and identity threats on the relation between perceived robot autonomy on each dependent variable using bias-corrected bootstrapping with 10,000 resamples. Note that if the confidence interval (CI) does not include zero in these analyses, then the effect is considered statistically significant at $p < .05$.

As robot autonomy had a non-significant effect on negative attitudes toward interactions with robots (i.e., NARS-1), we could not test for mediation with the first NARS subscale. However, using the second NARS subscale as a dependent measure, mediation analyses revealed that both realistic threats (indirect coefficient=0.162, SE=0.075, 95% CI [0.024, 0.321]), and identity threats (indirect coefficient=0.156, SE=0.084, 95% CI [0.006, 0.339]) significantly mediated the effect of perceived robot autonomy on negative attitudes toward the social influence of robots (i.e., NARS-2). Even after statistically controlling for the inter-correlations between realistic and identity threats, analyses revealed that both realistic and identity threats simultaneously play unique mediating roles in the effect of robot autonomy on negative attitudes toward the social influence of robots (realistic threat: indirect coefficient=0.081, SE=0.045, 95% CI [0.014, 0.196]; identity threat: indirect coefficient=0.114, SE=0.066, 95% CI [0.009, 0.272]). These findings suggest that when participants are exposed to a new generation of robots that they perceive to be autonomous, then they perceive robots in general to be a threat to human safety, jobs, resources, as well as human uniqueness and distinctiveness; such threats simultaneously drive people to in turn experience more negative attitudes toward the social influence of robots.

A similar set of analyses using negative attitudes toward the emotional interactions with robots (i.e., NARS-3 subscale) revealed that both realistic threats (indirect coefficient=0.095, SE=0.051, 95% CI [0.019, 0.227]) and identity threats (indirect coefficient=0.081, SE=0.047, 95% CI [0.011, 0.205]) significantly mediated the effects of
robot autonomy on the NARS-3 subscale. However, when we statistically
control for the inter-correlations between realistic and identity
threats to examine the unique contribution of each as mediators,
analyses revealed that only realistic threat significantly mediated the
relation between perceived robot autonomy on negative attitudes
toward the emotional interactions with robots (realistic threat: indirect
coefficient=0.067, SE=0.049, 95% CI [0.003, 0.206]; identity threat:
direct coefficient=0.044, SE=0.039, 95% CI [-0.007, 0.159]). These
findings suggest that when participants perceive newer robots to be
capable of rejecting human commands (i.e., capable of autonomy),
they perceive robots in general to posing both realistic and identity threats
to humans that in turn impact attitudes toward emotional interaction
with robots. However, realistic threat appear to be the stronger driver
in explaining why exposure to autonomous robots leads people to
express more negative attitudes toward emotional interactions with
robots.

3.2.2. Support for robotics research
Similar to the analyses above, Hayes (2013) PROCESS macro was
used to examine the mediating role of both identity and realistic threats
on support and opposition for robotics research. Analyses revealed that
both realistic threats (indirect coefficient=−0.418, SE=0.194, 95% CI
[−0.838, −0.068]) and identity threats (indirect coefficient=−0.279,
SE=0.152, 95% CI [−0.624, −0.025]) mediated the effect of perceived
robot autonomy on support for robotics research. Controlling for the
relation between realistic and identity threats, analyses revealed that
only realistic threat significantly mediated the effect of perceived robot autonomy
on support for robotics research (realistic threat: indirect coefficient=−0.409,
SE=0.195, 95% CI [−0.875, −0.089]; identity threat: indirect coefficient=−0.055,
SE=0.090, 95% CI [−0.310, 0.075]). These findings suggest that when participants are exposed to
robots that are allegedly autonomous and capable of rejecting human
commands, they perceive robots to pose realistic and identity threats to
humans which in turn leads them to oppose robotics research. However,
threat to human safety, jobs, and resources (i.e. realistic threat) is the more powerful driver in explaining why exposure to
autonomous robots lead perceivers’ to oppose robotics research.

4. Discussion
In this study we investigated the impact of robots’ autonomy on
their perceived threat and attitudes towards them. In particular we
hypothesized that autonomous robots will be perceived as more
threatening and evoke more negative reactions than non-autonomous
robots.

The results supported our $H_1a$ – after watching a video of
presumably autonomous robots, participants perceived robots as
posing more realistic threat than if the robots were non-autonomous.
Since this measure is related with material threats, autonomous robots
could be perceived as posing higher risk for human jobs that they could
take over. Moreover, this threat also indicates that people are
concerned about their safety. Considering that our participants were
US based, Hollywood pop-culture that presents robots with advanced
AI as rising against human kind could be responsible for the results.
Since participants were told in the autonomous condition that these
latest robots can obey or disregard human commands, it is possible that
participants feared that these robots could decide to stand against
humans if they disagree with them.

Our $H_1a$ – autonomous robots will be perceived as posing more
identity threat than non-autonomous robots – was also supported by
the results. Identity threat is related with group uniqueness, values and
distinctiveness. Autonomous robots appear to blur the line between
what is human and what is machine. By showing some form of
intentionality and not blindly obeying human commands, they are
seen as expressing a core aspect of human uniqueness relative to
machines, which is especially threatening to people.

Put together, these results indicate that autonomous robots are
more threatening to people than non-autonomous robots. This finding
does not support previous research on the uncanny valley that
suggested that only the ability of robots to experience, but not to be
an agent (independently execute actions) makes them unnerving (Gray
and Wegner, 2012). Our results suggest that a robot that can control its
behavior can be perceived as threatening. It is possible that partici-
pants in Gray and Wegner (2012) study did not perceive the machine
as fully autonomous, since they were only told that it can independently
execute actions or self-control. In our experiment we explicitly stated
that the newest generation of the robots can disregard human
commands and therefore we emphasized robot autonomy more
explicitly. Moreover, machines that can independently execute actions
already exist. On the other hand, robots that can disregard human
commands are more abstract. Since people have especially strong
negative attitudes when faced with unfamiliar scenarios for HRI (Enz
et al., 2011) it is possible that our scenario is more unfamiliar than the
one presented by Gray and Wegner (2012).

We found partial support for $H_2$ – autonomous robots will invoke
more negative attitude and lead people to become more opposed to
robotics research than non-autonomous robots. Our results show that
people had more negative attitude toward social influence of robots and
emotional interactions with robots after watching a video of autono-
ymous than non-autonomous robots. However, there was no statistically
significant difference between these two conditions for attitudes toward
interactions with robots. The effect of robot autonomy on attitudes
toward the social influence and emotional interactions with robots
could be a result of the fear that if robots gained power and autonomy,
they would threaten the established hierarchy. Since social hierarchy is
widespread among cultures (Haley et al., 2011; Van Vugt et al., 2008)
an autonomous robot could pose a risk that it might seek higher status
in the future (i.e. we anthropomorphize and project characteristics of
ourselves onto robots). As low power state is aversive (Horwitz, 1958;
Worchel et al., 1978), people’s attitudes towards the threat may become
more negative.

Participants did not express negative attitudes toward interacting
with robots after being exposed to autonomous robots. However, in
case of emotional interaction, their attitudes were more negative. It is
possible that autonomous robots can be perceived as beneficial for
everyday human tasks and when used for work purposes. However,
people might be reluctant to trust robots and establish closer social
relationships with them following exposure to autonomous robots.
People may fear that a robot that can decide on its own whether to
follow human instructions, could use human emotions for its own
purposes. Such a robot could understand human emotions, but would
not necessarily need to be affected by them. Therefore, it could engage
in immoral actions for its own benefits. An example of such behavior
can be found in the movie ‘Ex-machina’ where fully autonomous
android plays on human emotions and needs to achieve its own goals
and obtain freedom at the cost of human life.

People were less willing to support robotics research after being
exposed to a video of autonomous robots than non-autonomous robots.
Therefore, our findings also have practical implications for the
researchers working on AI and autonomous systems. Presenting a
robotic platform as potentially capable of becoming autonomous in the
future might reduce general public’s willingness to support it and in
case of crowdfunding campaigns and tax payer driven research, result
in less funding for robotic prototypes.

The results of our study partially support our $H_1$ for 2 NARS
subscales that were affected by our manipulation – both realistic and
identity threats mediate the relationship between exposure to auton-
omous robots and negative attitudes toward robots. Participants who
were exposed to robots that are capable of rejecting human commands
experienced greater threats to human safety and job, as well as human
uniqueness, which in turn lead to more negative attitude regarding the
social influence of robots in general. A fully autonomous robot not only
blurs the line between what is human and what is machine, but also poses a threat to social hierarchy on which societies are built (Haley et al., 2011; Van Vugt et al., 2008), which results in negative perceptions of robots in general. Moreover, autonomous robots may be perceived as lacking predictability which would be an additional hazard for human safety. However, in case of negative attitudes toward emotional interaction with robots, when we controlled for the relation between realistic and identity threats, only the former was a significant mediator. Therefore, people had stronger negative attitudes toward emotional interaction with robots after being exposed to allegedly autonomous robots mainly due to their higher perceived threat to human safety and jobs.

Our $H_4$ – both realistic and identity threats will mediate the relationship between exposure to autonomous robots and opposition toward robotics research – was partially supported by the results. Participants who were exposed to robots that are capable of rejecting human commands invoked threats to human safety and jobs, as well as human uniqueness, which in turn lead to reduced willingness to support robotics research. Since participants found autonomous robots to be threatening, it is not surprising that they are also unwilling to support research involving robots as that could lead to development of machines that they fear. However, when controlling for the relation between realistic and identity threats, only the former is a significant mediator. This suggests that threats to human safety, job, and resources are the major driver behind why exposure to autonomous robots leads people to oppose robotics research.

Overall, the results clearly show that people have ongoing fears of autonomous robots. In our study we did not make any claims regarding robots potentially being good or bad, or introduce any scary stories about a future with autonomous robots. Only 3 sentences in over 4 min long video (less than 10% of video duration time) emphasized the robots' autonomy. If this information was presented more saliently, the effects could have been even stronger. Our manipulation only triggered existing fears as there is no logical reason why an autonomous agent has to be evil.

4.1. Limitations & future work

In this study all participants were US based. Therefore, our results could not be generalized to other cultures and could be culture specific. Autonomous robots are still a thing of the future and cannot be found in everyday human environments. Furthermore, general public lacks knowledge to understand how AI works. Therefore, people have to base their opinions on other sources of information. It is possible that their perception of autonomous robots is strongly and predominantly influenced by the mass-media, books and movies. In Western cultures, the media typically present robots as rising against humans and ending in a conflict. However, that is not the case for other cultures. For example, in East Asia, robots are presented as helping humans to defeat common enemies and they can co-exist peacefully (Kaplan, 2004). Therefore, it is possible that the perception of autonomous robots in these cultures may be much more positive than in our study.

In this study we used a video material of robots rather than having a live HRI. Although, the effects could be stronger when people are placed in front of a robot that is supposedly autonomous, the present research suggests that even a video clip about autonomous robots can produce statistically significant effects. Using a video allowed us also to include multiple robots that varied in their appearance, skills and human-likeness, as it is not practical to run a study with more than few physically present robots.

On the other hand, interaction with autonomous robots could help to alleviate the fears. The factors that helped to affect the acceptance of intelligent technology (Kim and Hinds, 2006; Kirchbuchner et al., 2015; Verberne et al., 2012) may be equally suitable for decreasing perceived threats of autonomous robots. A robot that can explain why it disregards a human command or makes a specific decision, may be perceived as less threatening than a robot who makes the decision for unknown reasons.

In the introduction we linked robots’ autonomy with a threat of losing social power by humans. Although our results are consistent with what could be hypothesized from the link between power and autonomy, this study did not explicitly measure loss of social power. Therefore, future research should measure social power in order to establish its role as a potential mediator of the presented findings.

Future research could also incorporate elements of personality and individual difference measures to examine the potential moderating role of such factors on people's reaction to autonomous robots. For example, people high in threat sensitivity or belief in dangerous world may be especially likely to respond negatively to our manipulations. Similarly, it is possible that realistic and identity threats posed by autonomous robots have different importance for different groups of people. Identity threat could be universal and experienced by all people since it concerns humankind uniqueness and distinctiveness as a whole. On the other hand, realistic threat is resource and safety specific. It is possible that people who already have a low status in social hierarchy will experience higher realistic threat by autonomous robots than high status individuals. Firstly, autonomous robots will take simple and unqualified jobs, that low power individuals possess. High power individuals, at least in the first stages, will benefit from introduction of autonomous machines as they may reduce the working costs in their businesses. On the other hand, high power individuals may be especially sensitive to threats to their current standing which may lead them to react especially strongly to autonomous robots. The present research offers just a starting point for many such future explorations.

Although, MTurk workers are employed in diverse industries (Huff and Tingley, 2015), it is possible that participants in our study represented professions that are especially endangered by the introduction of robots. Therefore, they might have reported higher realistic threat than the general US population. Thus, if general public experiences lower level of realistic threat than our sample, the role of identity threat would have been stronger. Future work could evaluate the impact of income and profession on these threats.

5. Conclusions

Research on AI and autonomous robots is not going to stop in the near future. However, its speed is partially affected by the available funding and acceptance of autonomous robots by the general public. Therefore, it is important to understand how people perceive autonomous machines and what affects that perception. In this study we investigated the impact of perceived robots’ autonomy on the threat posed by them and attitude toward robots in general. We found that robots perceived to be autonomous increase realistic and identity threats, and evoke negative attitudes toward them compared with non-autonomous robots. Furthermore, people are more reluctant to support robotics research after watching a video of supposedly autonomous robots. Both realistic and identity threats mediate the effects of autonomous robots on attitude toward robots in general and willingness to support robotic research, with realistic threat being a stronger mediator on attitude toward emotional interactions with robots and support for robotic research.

The presented study was the first step to investigate the relationship between robots’ autonomy and their social acceptance. Future research should focus on establishing why autonomous robots are perceived as threatening and evoke negative attitudes, and how to increase their acceptance. In particular, we proposed that potential loss of power over autonomous machines may be responsible for their low social acceptance. Understanding the psychological processes behind our results can facilitate development of AI that will be socially acceptable and can benefit the community by increasing the support of general public for such research.