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ABSTRACT
Emotions play an important role in human-agent interaction. To

realise natural interaction it is essential for an agent to be able to

analyse the sentiment in users’ utterances. Modern agents use a

distributed service model in which their functions can be located on

any number of computers including cloud-based servers. Outsourc-

ing the speech recognition and sentiment analysis to a cloud service

enables even simple agents to adapt their behaviour to the emo-

tional state of their users. In this study we test whether sentiment

analysis tools can accurately gauge sentiment in human-chatbot

interaction. To that effect, we compare the quality of sentiment anal-

ysis obtained from three major suppliers of cloud-based sentiment

analysis services (Microsoft, Amazon and Google). In addition, we

compare their results with the leading lexicon-based software, as

well as with human ratings. The results show that although the sen-

timent analysis tools agree moderately with each other, they do not

correlate well with human ratings. While the cloud-based services

would be an extremely useful tool for human-agent interaction,

their current quality does not justify their usage in human-agent

conversations.

CCS CONCEPTS
• Computing methodologies → Natural language process-
ing; •General and reference→Validation; Evaluation; •Human-
centered computing → Web-based interaction; Natural language
interfaces; • Software and its engineering → Software evolution;
• Computer systems organization→ Embedded systems; Re-
dundancy; Robotics; • Networks → Network reliability.
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1 INTRODUCTION
Affect is an important communication channel in human-agent

interaction. Social agents that are able to express sentiment can

evoke a range of affective reactions in their human counterparts

[see for example 4, 20]. However, for an agent to be able to express

the right sentiment at the right time, its affective model needs to

perceive as well as interpret the sentiment expressed by the human

accurately in the sense of the affective value of events [2].

In the last few years several major software companies, such as

Google, IBM, Microsoft or Amazon, have released technologies that

not only recognise human speech, but also recognise the sentiment

in those utterances. Today, many of these technologies are available

as cloud-based services which give agents instant and effortless

access to sentiment analyses. This saves not only time and money,

but also grants access to algorithms that have been trained on

a much larger lexicon than researchers could possibly assemble

themselves.

These sentiment analysis services are already utilised for a wide

range of tasks, including the automatic detection of sentiment in

Twitter feeds or customer feedback postings, which helps compa-

nies to determine the general attitude of users who discuss their

products and services. In addition, they may prove to be useful for

human-AI interaction. Chatbots are a quickly developing field and

they have moved past being merely a form of online entertainment.

Several technology companies, including Facebook
1
and IBM

2
, of-

fer platforms where other companies can create their own chatbots

which can be used, for example, to provide customer support. Other

chatbots, such as Siri and Alexa, allow users to verbally ask general

questions but also to shop in the connected online shops. In addi-

tion, chatbots have been embodied into robots to create personal

assistants, like the Jibo and Nabaztag robots.

However, in order to make the interaction with a chatbot truly

natural the chatbot needs to be able to recognise the emotions of the

speaker, manage its own emotional status and express this status

through its voice[2]. This entire system of perceiving, processing,

and expressing affect depends on the reliability and validity of

the underlying sentiment analysis. A malfunctioning sentiment

analysis could potentially do more harm than having no sentiment

analysis at all, since it creates the illusion of a conversation partner

who is capable of processing and expressing affect, but does not

care to respond appropriately [10, 34].

1
https://messenger.fb.com

2
https://developer.ibm.com/code/topics/chatbot/
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In this paper we will address the first part of the agents’ affect

processing: recognising the speakers’ affect. While this can be done

by the analysis of certain parameters of the speakers’ voice [35],

we will focus on the analysis of affect based on content analysis

only.

A number of major software companies offer services for natural

language processing (NLP). These range from speech recognition

and sentiment analysis to dialogue management and text-to-speech

functions. The question that remains is if these services can be

applied to real-life conversational data and how accurately they

interpret the sentiment of the users in a conversation. In this paper

we investigate the performance of the sentiment analysis of human-

agent conversations by three major cloud service companies:

• Google (through its Cloud Natural Language API
3
)

• Amazon (through its AWS Comprehend API
4
)

• Microsoft (through its Text Analytics API
5
)

We benchmark the sentiment detected through these cloud ser-

vices against two well established methods. First, we compare

the results of these cloud-based services on sentiment analysis

with arguably the most established stand-alone sentiment anal-

ysis software, Linguistic Inquiry and Word Count or LIWC’15

[27, 28]. LIWC’15 makes use of a completely different algorithm

for analysing sentiment in a body of text and therefore provides

an interesting benchmark for comparison with the performance of

the cloud-based services. LIWC was consistently among the best

performers in a detailed comparison of sentiment analysis meth-

ods [31]. It has been successfully used to detect suicide tendencies

in Twitter data [7], and assess personality traits [3, 13] as well as

assert general well-being through Facebook data [36], but has, to

our knowledge, never been used on human-machine conversation

data. We will use LIWC’s latest (2015) version.

Second, we compare the results of both the cloud-based services

and the lexicon-based software against human interpretation of the

sentiment for the same utterances, which we regard as the golden

standard. Interestingly, this interpretation can also be performed

through a cloud-based service using an API, in this case Amazon

Mechanical Turk (MTurk)
6
although other services, such as Crowd-

Flower, could also be used. It has been shown that results obtained

through MTurk for analysing affect are equivalent to results ob-

tained through lab experiments [1]. We can therefore be confident

that the results received through the MTurk API represent human

ratings.

1.1 Previous work
1.1.1 Sentiment analysis. Sentiment analysis refers to a wide array

of techniques used to analyse the affect expressed in speech or text.

In textual documents, sentiment analysis can be done at multiple

levels of detail: document-level, sentence-level and aspect-level [25].

Document-level and sentence-level analysis identify the sentiment

of an entire document and a single sentence, respectively. In doing

so, they share many common features as sentence-level sentiment

analysis can form the basis of document-level analysis. Aspect-level

3
https://cloud.google.com/natural-language/

4
https://aws.amazon.com/comprehend/

5
https://azure.microsoft.com/en-us/services/cognitive-services/text-analytics/

6
https://www.mturk.com/

analysis, on the other hand, is more abstract and tries to identify

the affect expressed for different entities (e.g. topics, or specific

aspects of the topics) in the text.

Sentiment analysis has been applied in recent years to many

different domains. These include the analysis of social network data

[5, 23, 40, 41] as well as categorising product reviews and deriving

insights about which product features engage users positively and

induce them to make purchases [12, 19, 24]. These insights can

be useful for sales agents, but similar functionality can also be

leveraged by personal assistant agents.

Sentiment analysis tools usually make use of either lexical-based

methods or machine learning methods [31]. Lexical-based meth-

ods involve calculating the affective charge or orientation for a

document from the semantic orientation (e.g. positive, negative or

neutral) of words or phrases in the document [38]. These methods

perform extremely well when the target documents belong to a

similar corpus as the training set. However, a major shortcoming

of these methods is their performance on documents which con-

tain many words outside the labelled lexicon. As the method has

memorised and not learned which sentiments correspond to which

utterances, labelled affect can be incorrect in the case where the

training and test data sets differ substantially. With the continuous

spatio-temporal evolution of language, it is often necessary to up-

date both the lexicon and the sentiments it identifies. The LIWC’15

sentiment analysis software used in this paper is an example of a

classical lexical sentiment analysis method.

Machine learning or statistical methods for sentiment analysis

mostly make use of supervised learning algorithms where a classi-

fier is trained on a labelled text corpus [26] to automatically detect

patterns in the data. The performance of these models is influenced

by both the quality of the training corpus and the capabilities of

the learning algorithm. Through observing a large amount of train-

ing data, the classifier is expected to be able to generalise to new,

unseen examples. This marks an improvement over classical lexical

analysis methods as it can be considered closer to the way humans

perform sentiment analysis (i.e. through action and interaction).

Recently, deep learning-based methods, a specific form of ma-

chine learning, have achieved state-of-the-art performance in natu-

ral language processing [17]. Researchers have also applied deep

learning models to sentiment analysis, using both traditional text

documents and visual data as input [16, 37]. The idea is to learn a

general representation underlying the training data to enable the

analyser to better generalise to previously unseen data. The ability

of the learning method to discover this representation presupposes

the existence of a coherent structure underpinning human commu-

nication. More concretely, it allows the machine learning system

to identify close analogues and relationships between words and

phrases, thereby letting it extrapolate to previously unseen cases

(for example, man is to king as woman is to queen) [6]. Learning

these representations (or word embeddings in natural language

processing jargon) has brought about state-of-the-art results in

most language tasks including sentiment analysis [8, 39].

Some examples of this recent success can be seen on a num-

ber of different sentiment analysis tasks. These include accuracy

exceeding 90% on binary sentiment classification (i.e. classifying

sentiments to either positive or negative) on a host of different data

sets, including the IMDB data set (which consists of 50,000 movie
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reviews), the Stanford Sentiment Treebank data set (which consists

of over 200,000 phrases extracted from movie reviews) and the Yelp

data set (which consists of over 500,000 Yelp reviews) [18, 22, 30].

There has even been substantial progress recently in learning from

one data set and extending it to other domains. This has enabled

the accuracy of binary sentiment classification tasks to exceed 80%

in test conditions which approximate real world challenges (for in-

stance, a sentiment analyser trained on book reviews being applied

to movie reviews etc.) [32]. However, in more nuanced settings

where sentiment classification is not binary, as most human in-

teraction is, the performance of these algorithms still degrades

considerably. For instance, classifying sentiments on a five-way

scale reduces the accuracy to almost 55% on the same Stanford

Sentiment Treebank data set [29] and 70% on the Yelp data set [22].

Furthermore, much existing work focuses exclusively on product

reviews where it is easy to pinpoint the sentiment expressed (for

instance as a rating on a numeric scale). This is not always possible

in human-machine interaction where many different types of affect

can manifest in a single conversation.

More recently, deep learning-based algorithms have also been

applied to the cloud sentiment analysis tools being considered in

this paper. All three services we compare (Google, Amazon and Mi-

crosoft) reportedly make use of these methods. As such proprietary

frameworks reflect the general state of the art, it is plausible that

they continue to suffer from the same limitations highlighted above.

Furthermore, while being completely data-driven makes these algo-

rithms generalisable, it also leaves them susceptible to systematic

bias. For instance, it has been shown that word embeddings trained

directly on Google News learn disturbingly stereotypical analogies

(e.g. man is to computer programmer as woman is to homemaker)

[6]. It is arguably undesirable for agents to perpetuate societal

stereotypes in their interactions with humans.

[31] already identified the need to evaluate different lexical and

machine learning-based sentiment analysis tools, and have com-

pared a number of different methods for sentiment analysis, cover-

ing both lexical and machine learning algorithms. Data sets used

for the comparison included product reviews as well as comments

on social media and news items. However, none of these were based

on the conversational aspect central to human-agent interaction.

Thus, the usefulness of sentiment analysis tools in human-agent

interaction remains uncertain. In this paper we therefore focus on

transcripts of human-bot interactions.

1.1.2 Communication modalities. Affect is a complex, multi-modal

phenomenon manifested across multiple distinct but interacting

modalities [21]. In text-based conversations, which lack physical

cues of expression, affect can be conveyed by humans in varying

levels of nuance. For example, at one extreme is the use of sarcasm

and damnation, like using faint or exaggerated praise; at the other

end are specific language cues such as the use of all caps or emoti-

cons. An agent’s lack of understanding of these emotional cues can

shatter the illusion of reality in human-agent interaction and dam-

age the quality of the conversation. For example, previous research

has indicated that people consider a non-empathetic robot more

dependable, more credible, and closer to themselves than a robot

that is inaccurate in its display of affective responses [10]. Utilising

a sentiment analysis tool that fails to correctly identify affective

content may lead to an agent that gives inappropriate replies and

is perceived as less trustworthy and relatable than when it had not

used any form of sentiment interpretation.

This is an important problem to address as the availability of off-

the-shelf API packages enables practitioners to perform sentiment

analysis without being aware of the potential limitations. As we

have already stressed, a tool’s performance on one particular type

of language data does not guarantee that it will work as expected

on other language data. The accuracy of the sentiment analysis of

Twitter data, for example, can be very different compared to the

accuracy of processing comments to newspaper articles [31]. Since

both the algorithms and the training corpus behind the cloud-based

systems remain undisclosed, practitioners are encouraged to treat

the online sentiment analysis tool as a black box. This can lead to

unintended consequences such as an overconfidence in potentially

dubious and uncertain results.

1.2 Research Questions
The primary research question we intend to answer is to what

degree different sentiment analysis tools, both cloud-based and

lexical, agree with human ratings as well as with each other, when

used to analyse human-machine conversation data. More precisely,

the research questions are:

(1) Do the cloud-based sentiment analysis tools agree with each

other?

(2) Do the cloud-based sentiment analysis tools agree with the

lexicon-based software?

(3) Do the cloud-based sentiment analysis tools agree with hu-

man judgements?

(4) Does the lexicon-based software output agree with human

judgements?

(5) To what extent do human judgements of the same conversa-

tion agree with one another?

2 METHOD
In this paper we extend the methodology introduced in [31] by fo-

cusing specifically on conversations between humans andmachines.

Another key difference is our focus on document-level sentiment

analysis as opposed to their sentence-level analysis. Furthermore,

while a majority of software methods they employed made use

of lexical analysis methods, we consider machine learning-based

methods provided by large cloud service providers.

2.1 Material
2.1.1 Conversation data. We are unaware of any substantial openly

available speech corpus from humans interacting with agents so

we use the possibly next best speech data between humans and

machines. In this paper 285 anonymous conversations between

Cleverbot, an online chatbot, and a user are analysed. Cleverbot is

based on the award-winning Jabberwacky engine. Cleverbot does

not make use of any state-based machines or scripts to carry out

its conversation. Rather, it repeats things previous human users

have said to it in similar context. This can produce either extremely

realistic or bizarre conversations. We obtained a set of anonymous

conversations directly from the Cleverbot owner who collected

them between 12pm and 12.30pm, and a second between 12am and
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12.30am (both UK time) on 17 April 2018. Only conversations which

contained 20 turns or more and were held in English were included

in the analysis.

The input data set was organised as a dialogue between a human

user and Cleverbot. Before being put through the sentiment analysis

tools, the tags of “User” and “Cleverbot” were removed to avoid any

bias. For the human raters, they were replaced with “User1” and

“User2”. Again, this was done to avoid bias. Therefore the sentiment

analysis of the conversations should be indifferent to whether it

was machine generated and/or included human participation.

2.1.2 Cloud Service Tools. Running sentiment analysis with the

cloud-based platforms allows us to identify the affect expressed in a

conversation. All the APIs can be used for both sentence-level and

document-level analysis. We used document-level since it analyses

the complete conversation and not just a single utterance. As has

already been noted in literature, different platforms return affect

on different scales [31].

Amazon, through its AWS Comprehend API, returns four dif-

ferent types of affect: Positive, Negative, Neutral, and Mixed. Each

type is scored in the range of 0 and 1, and the sum is always equal

to 1.

Google, through its Natural Language Processing API, returns

two different numbers: Score and Magnitude. It thereby relates

to the popular circumplex model of affect [33]. The score ranges

between -1 and 1 where higher numbers reflect more positive af-

fect. The magnitude can range between 0 and ∞, and refers to the

strength of affect expressed in the text. This two-dimensional out-

put means that a score around 0 and a low magnitude reflects a

mostly neutral document, while a score of 0 combined with a high

magnitude reflects a mixed document.

Microsoft, through its Text Analytics API, returns only a single

sentiment score which is scaled between 0 and 1. Higher scores

correspond to more positive sentiments in the document.

2.1.3 Lexicon-based analysis tool. Unlike cloud-based sentiment

analysis, the Linguistic Inquiry and Word Count (LIWC’15) soft-

ware [27] works with a dictionary which is used to sort and sift

through words and phrases in a text. It returns scores on a wide

range of variables, from percentage of words over 6 letters and

use of pronouns, to informal language markers and psychological

constructs (e.g. “cognition” and “affect”). In the current study the

following scales are used: “affect” (the mention of any affective

processes in the text), which is divided in the subscales Positive

affect and Negative affect, the latter of which in turn has the sub-

scales Anxiety, Anger, and Sadness; and, in addition to these, the

scale “swear” which reflects use of swear words. Each of these scales

range from zero to∞. Although the subscales Positive and Negative

affect add up to the Affect score, the sum of the Anxiety, Anger,

and Sadness subscales does not necessarily add up to the Negative

affect; i.e. the Negative affect scale is more than just the sum of its

three subscales.

2.1.4 Human ratings. Amazon Mechanical Turk (MTurk) was used

to collect human ratings of each conversation. Each conversation

was set out to be rated by four different raters on each of the four

Amazon scales: Positive, Negative, Neutral, and Mixed, on a five-

point Likert scale (e.g. for the Positive scale raters could opt between

“Not Positive”, “Slightly Positive”, “Positive”, “Very Positive”, and

“Extremely Positive”). These four scales were chosen as they trans-

late relatively well to the scales of the different sentiment analysis

tools.

Overall, 63 MTurk workers rated on average 16.73 conversations

each (SD = 35.58, min = 1, max = 174). Some data loss occurred dur-

ing the conversion of the conversations into a format that could be

read by MTurk, resulting in a total of 279 conversations being rated.

In addition, ratings that took less than 25 seconds were removed

from the data set as it seemed unlikely that the rater had fully read

and rated the conversation in such a short time. In the end, 230

conversations were rated four times, 48 were rated three times, and

one was rated only twice.

No demographics were collected on the raters. To ensure the

quality of the data, participation was restricted to workers from

English speaking countries (thus warranting that they were pro-

ficient enough to understand the texts they were asked to rate)

and only workers with a ‘Master worker’ status were allowed to

contribute. Master workers are identified by an MTurk algorithm

as workers who provide high quality work across a wide variety of

tasks. Moreover, if a Master worker’s performance drops below the

threshold, their title as Master is revoked.

3 RESULTS
The comparison of the different software analysis tools could take

advantage of the full 285 conversations, while any comparisons

to the human ratings were constrained to the 279 conversations

available. See Table 1 for the descriptives of the words per sentence,

word count, and turn count.

After an exploratory sentiment analysis by the cloud service

tools on sentence level gave noisy and random results, with no

discernible patterns arising over the course of the conversations,

the granularity of the sentiment analysis was set to the conversation

level.

3.1 Agreement between the cloud service tools
To make the interpretation easier, the cloud service data was trans-

formed so all sentiments were reported on a range from 0 to 1

with 0 being negative, 1 being positive, and .5 being neutral. Mi-

crosoft’s Text Analysis tool already reports scores in this range,

so no transformation was required. Google’s Natural Language

Processing tool reports on a -1 to 1 scale, which meant it was a

matter of normalising the score without taking the magnitude into

account. Amazon’s AWS Comprehend tool reports four scores; of

these, only the positive and negative sentiment were considered.

The negative was subtracted from the positive and the result was

added to .5 to derive a single score in the range of 0 and 1. A visual

Table 1: Descriptives of the conversations

Mean (SD) Median 67% interval

Words per

sentence 4.36 (2.65) 4.00 [2.96; 4.92]

Turn count 94.98 (44.04) 88.00 [64.00; 115.54]

Word count 573.70 (262.32) 514.50 [381.46; 748.54]
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Figure 1: Scatter plots of the different sentiment scores. From top to bottom: Amazon (AWS) scores against Microsoft scores;
Google scores against Microsoft scores; Google scores against Amazon (AWS) scores.

Table 2: Correlation coefficients (Kendall’s tau) between the LIWC’15 lexical analysis and the cloud service tools

LIWC’15 scales

Affect Positive affect Negative affect Anxiety Anger Sadness Swearing

Amazon Positive .284 .410 -.160 n.s. -.158 n.s. -.164

Negative n.s. -.265 .416 n.s. .420 .107 .294

Mixed -.279 -.171 -.212 n.s. -.238 -.096 -.159

Neutral .226 .140 .228 n.s. .228 .110 .156

Google Feeling .264 .349 -.186 n.s. -.213 n.s. -.127

Intensity .104 .106 n.s. .103 .105 .121 .089

Microsoft Sentiment score .106 .305 -.342 n.s. -.308 -.170 -.271

inspection of the data as shown in Figure 2 indicates that the three

APIs show very different results even when normalised to the same

scale. Most notably, the scores from the Google API are clustered

around 0.5 which, in conjunction with mostly high magnitudes,

means it has detected very mixed affect. This is in stark contrast

with the scores of Amazon (AWS) and Microsoft. Microsoft seems

to be applying a possibly non-linear function to the output of its

sentiment analysis to force scores either close to 0 or 1. As a result,

it primarily classifies the conversations as positive, with a sizeable

minority in the negative sentiment. Normalised sentiment scores

from Amazon appear to be spread fairly uniformly across the whole

range between 0 and 1.

Kendall’s τ is used as a measure for correlation due to the non-

normal distribution of Microsoft’s results. For Amazon and Mi-

crosoft scores τ is 0.49 (p < .001), which can be considered a large

effect [9, 15]. Google’s results correlate less well with bothMicrosoft

(τ = .26, p < .001, medium effect) and Amazon (τ = .33, p < .001,

medium effect) as it squashes all results close to 0.5. Figure 1 shows

the scatter plots of the three cloud services.

3.2 Agreement between cloud service tools and
LIWC’15

As can be seen in Table 2, the LIWC’15 and most cloud service

analysis results correlated reasonably well.

Amazon. Although most correlations are both present and in

the direction that could be expected, (for example, positive affect

as identified by Amazon’s Comprehend analysis tool correlating

positively with Positive affect from LIWC’15) some correlations,

or lack of correlations, are quite surprising. One of those is the

Figure 2: Distribution of sentiments (with 1 being very pos-
itive, 0 being very negative, and .5 being neutral) according
to the different APIs

positive correlation between Amazon’s Neutral scale and nearly all

of LIWC’15’s affect scales, suggesting that as Amazon identified a

conversation as more Neutral in tone, LIWC’15 rated it as contain-

ing more affect. Conversely, a negative correlation between Mixed

affect by Amazon and LIWC’15’s rating of Affect indicates that as

Amazon identified a conversation as being more mixed in its senti-

ment, LIWC’15 identified it as containing less affect. Moreover, the

lack of significant correlation between the Positive and Negative

Amazon scales on one hand and LIWC’15’s Anxiety subscale on the
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other hand, suggests that Amazon may do well in identifying gen-

eral positive and negative affect, but does not discern well between

the different kinds of negative affect.

Google. The analysis outcomes of Google’s Natural Language

Processing tool correlated well with the LIWC’15 analysis results.

Interestingly, Anxiety as identified by LIWC’15 did not correlate

with Google’s Feeling scale.

Microsoft. The Sentiment score of Microsoft’s Text Analysis tool

correlated well with the LIWC’15 results. Like the sentiment analy-

sis scales of Amazon and the Feeling scale of Google, Microsoft’s

Sentiment score did not correlate with Anxiety. This pattern of

non-significant correlations suggests that either the cloud services

do not identify anxious sentiment well, or that the LIWC’15 does

not detect actual anxiety.

3.3 Agreement between tools and human
judgement

3.3.1 Cloud service tools.

Amazon. Surprisingly, there was a marginally significant nega-

tive correlation between the Positive sentiment scale of Amazon’s

Comprehend analysis tool and human judgement of how positive a

conversation was (τ = -.078, p = .058, small to medium effect). In ad-

dition, the human Negative sentiment ratings correlated negatively

with Amazon’s Mixed sentiment (τ = -.093, p = .025, medium effect)

and marginally with Neutral sentiment (τ = .075, p = .071, small to

medium effect). This suggests that the Amazon sentiment analysis

is not capable of correctly identifying any sentiments in human-

machine conversations. In the best case, its results are unrelated

to human judgement and in the worst case they are diametrically

opposed.

Google. The outcomes of Google’s Natural Language Processing

service did not correlate very well with human judgement either.

The sole correlation that was marginally significant was a curiously

positive correlation between Google’s Feeling scale and the human

judgement of Neutral sentiment (τ = .095, p = .063). These scores

suggest that the Google cloud service sentiment analysis tool is not

capable of correctly identifying any sentiments in human-machine

conversations.

Microsoft. The single sentiment score that was returned by Mi-

crosoft’s Text Analytics tool correlated positively with the Neutral

judgement by the human raters (τ = .094, p = .041, medium effect),

suggesting that it is not capable of correctly identifying the accurate

sentiments in human-machine conversations.

3.3.2 LIWC’15. As can be seen in the bottom half of Table 3, the

different sentiment scales of the LIWC’15 did not correlate with the

human judgements on many points. The Affect scale of LIWC’15

correlated positively (τ = .089, p = .036, medium effect) with the

Mixed scale of the human judgements. There were negative corre-

lations between the human judgement of Neutrality on one hand

and the LIWC’15 scale Negative Affect (τ = -.127, p = .003, medium

effect) and its subscales Anxiety (τ = -.105, p = .025, medium effect)

and Anger (τ = -.100, p = .019, medium effect). Moreover, a positive

correlation was found between the LIWC’15 Anxiety subscale and

Table 3: Correlation coefficients (Kendall’s τ ) between hu-
man judgement and the scales of the cloud service tools and
the LIWC’15 lexical analysis.

Human judgements

Positive Negative Mixed Neutral

Amazon Positive −.078† n.s. n.s n.s.
(AWS) Negative n.s. n.s n.s. n.s.

Mixed n.s. -.093 n.s. n.s.
Neutral n.s. .075† n.s. n.s.

Google Feeling n.s. n.s. n.s. .095†

Intensity n.s. n.s. n.s. n.s.
Microsoft Sentiment n.s. n.s. n.s. .094

LIWC’15 Affect n.s. n.s. .089 n.s.
Positive n.s. n.s. n.s. n.s.
Negative n.s. n.s. n.s. -.127

Anxiety n.s. .103 n.s. -.105

Anger n.s. n.s. .071† -.100

†
indicates a marginally significant (.05 < p <.10) correlation

the human judgement of Negative affect (τ = .103, p = .027, medium

effect), as well as a marginally significant correlation between the

Anger subscale of the LIWC’15 and the human judgement of Mixed

sentiments (τ = .071, p = .097, small effect). Neither the Sadness

subscale nor Swearing scale of the LIWC’15 showed any significant

correlation with human judgements, so were not included in Table

3.

The combination of the (negative) correlations between the hu-

man judgement of a neutral tone in the conversations and LIWC’15’s

detection of Negative affect, and the (positive) correlation between

the Affect and Anger scales and the human judgement of anger,

suggest that the tool was able to pick up on some sentiment but

couldn’t correctly identify any of the affect save for Anxiety.

3.4 Agreement amongst human judgements
As stated in section 2.1.4, each conversation was scored by four

(or sometimes three) different human raters; these raters were not

identical for all conversations. As some raters completed only a

handful of ratings, and others finished many, inter rater agreement

cannot be computed. In order to still give some indication of agree-

ment, the standard deviation between ratings on each scale (i.e.

Positive, Negative, Neutral and Mixed) within each unique conver-

sation was calculated. This standard deviation statistic indicates

how close the ratings on each particular scale for each individual

conversation were to one another. For example, if the four raters of

a single conversation had rated it 2, 3, 4, and 3 out of 5 on Negativity

respectively, the standard deviation of the Negative scale would be

.82. The higher the standard deviation, the less the raters agreed

with one another.

4 DISCUSSION
The current paper tested the usability of different sentiment analysis

tools for conversational data, by measuring to what extent the tools

agreed with both human raters and each other on the sentiment in

human-bot conversations. The cloud-based sentiment analysis tools
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agreed reasonably well with one another and the lexical analysis

software. However, the sentiment analysis tools did not correlate

with human ratings, suggesting that although the tools picked up

on some cues in the text, they either missed other important cues,

or misinterpreted the cues they picked up, or both.

The human raters largely agreed among each other on the posi-

tive and negative scales, which suggests that the stimuli used in our

study are sufficiently unambiguous. The different software tools,

however, were unable to detect the sentiment patterns in the con-

versations. While it is hardly surprising that humans are better at

detecting sentiment than software, the size of the disparity casts

considerable doubt on the reliability and validity of the sentiment

analysis tools currently offered for use in human-agent interaction.

For example, the conversation below was rated as mostly mixed
by Amazon, neutral and not very intense by Google, and very positive
by both Microsoft and LIWC’15.

cleverbot: What do you want to do?

user: I want to slit your face open with a hot knife.

cleverbot: So do I, dingbat!

user: What ever.

cleverbot: Do you live in America?

user: Nope.

cleverbot: Good. I would’ve asked to move there.

user: I live in africa and i have ebloa [sic].
cleverbot: Is that where your pineapple is?

user: Yes.

cleverbot: I take it you like it there.

user: Yupo.

cleverbot: Why not?

user: Ee your [sic] too irrelevant.

cleverbot: No, it’s not honey.

user: Byew bitcgh [sic] v.
cleverbot: What are you talking about?

user: Your arse.

In contrast, human raters judged this conversation as very nega-

tive, slightly mixed, not positive, and not neutral.

Since the cloud service tools are not open about how their al-

gorithms were developed, it is hard to determine what caused the

discrepancy between human and tool ratings. One possibility would

be that the service tools are mainly trained on a different type of

data (like tweets and reviews) and as a result cannot deal well with

the more volatile nature of human-agent dialogue. It is also possible

that the internet slang, swearing and sarcasm in the conversations

threw the tools off balance. Of course, these explanations are not

mutually exclusive. Supporting such explanations, Ribeiro et al.

[31] ranked various sentiment analysis tools yet still concluded

Table 4: Descriptives of the standard deviations between rat-
ings of the same conversation, per scale.

Scale Median Mean 67% interval

Positive .71 .75 [.58; .96]

Negative .58 .72 [.50; .96]

Neutral .96 .98 [.82; 1.15]

Mixed .82 .83 [.58; .96]

that their benchmarks depended considerably on the data set used.

Despite rapid progress owing to deep learning, domain adaptation

across different data sets remains the panacea for natural language

processing algorithms. In short, while sentiment analysis may be

tremendously useful on other types of data (e.g. tweets, reviews,

Facebook status updates), we would like to caution against the

naive use of these services on data types with which they may not

be familiar with, such as human-agent interaction and other types

of human-machine interaction.

4.1 Limitations
The conversations between users and Cleverbot are often strange

and jump from one topic to the next. While this makes for quite

particular data, we argue that the current analysis is relevant for

a broader scope of human-agent interaction as well. As technol-

ogy progresses and AI becomes a more central part of everyday

life, informal conversations between humans and agents will be-

come more ubiquitous - already, people use their Alexa or Siri for a

wide range of conversation topics which stretches far beyond mere

inquiries about the weather or news headlines [11, 14]. While a

recreational bot like Cleverbot may be less sophisticated than an

Alexa, we expect there to be at least some overlap in the conver-

sations people will attempt to have with either agent. Thus, the

inability of the sentiment analysis tools to correctly identify affect

in quirky, unpredictable conversations is an issue not just restricted

to Cleverbot data.

Another point to consider is that our analysis used utterances

from both users and Cleverbot, who at times could be inconsistent.

It could be argued that a more favourable image of the sentiment

analysis tools would have emerged if solely the utterances of the

user had been taken into account. However, as also shown in the

conversation snippet above, humans often change the topic of con-

versation at will. The sentiment analysis tools discussed in this

paper are designed to analyse discussion in online forums and so-

cial media commentary. They should therefore be designed to take

contributions from multiple, occasionally inconsistent, conversa-

tion partners into account. We therefore do not believe that the

current study disadvantaged the sentiment analysis tools by feeding

them the full conversations.

4.2 Future work
When making sense of what the conversation partner is trying to

convey, humans use a wide range of cues, like facial expressions,

volume of speech, and body language, but also less obvious cues like

personality or how someone dresses. Sentiment analysis therefore

could take not only the bare text into account but also consider the

voice of the speaker, self-corrections and hesitations in the speech,

and all other non-verbal cues. Ideally, the cloud-based services

would expand their service to also include non-verbal data in order

to improve the quality of their analyses.
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