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There is a lot of talk about giving machines emotions, some of 
it fluff. Recently at a large technical meeting, a researcher stood up 
and talked of how a Bamey stuffed animal [the purple dinosaur for 
kids) "has emotions." He did not define what he meant by this, but 
after repeating it several times, it became apparent that children 
attributed emotions to Barney, and that Barney had deliberately 
expressive behaviors that would encourage the kids to think. Bar- 
ney had emotions. But kids have attributed emotions to dolls and 
stuffed animals for as long a s  we know; and most of my technical 
colleagues would agree that such toys have never had and still do 
not have emotions. What is different now that prompts a researcher 
to make such a claim? Is the computational plush an example of a 
computer that really does have emotions? 

If not Barney, then what would be an example of a computa- 
tional system that has emotions? I am not a philosopher, and this 
paper will not be a discussion of the meaning of this question in 
any philosophical sense. However, as an engineer I am interested 
in what capabilities I would require a machine to have before I 
would say that it "has emotions," if that is even possible. 

Theorists still grappl~ with the problem of defining emotion, 
after many decades of discussion, and no clean definition looks 
likely to emerge. Even without a precise definition, one can still 
begin to say concrete things about certain components of emotion, 
at least based on what is known about human and animal emo- 
tions. Of course, much is still udaown  about human emotions, so 
we are nowhere near being able to model them, much less dupli- 
cate all their functions in machines.'~lso, all scientific findings are 
subject to revision-history has certainly taught us humility, that 
what scientists believed to be true at one point has often been 
changed at a later date. 

I wish to begin by mentioning four motivations for giving 
machines certain emotional abilities (and there are more). One goal 

I 

is to build robots and synthetic characters that can emulate living 
humans and animals-for example, to build a humanoid robot. A 



second goal is to make machines that are intelligent, even though. it 
is also impossible to find a widely accepted definition of machine 
intelligence. A third go81 is to b'y to understand human emotions 
by modeling them. dthough. I find these three goals inb5guiig, 
my main focus is on a f o h  m h g  hachines less frustrating to 
interact with. Toward this goal, my research assistants and I have 
begun to develop computers that can identify and recognize situa- 
tions that frustrate the user, perceiving not only the user's behavior 
and expressions, but also what the system was doing at the time. 
Such signs of frustration can then be associated with potential 
causes for which the machine might be responsible or able to help, 
and the machine can then try to learn how to adjust its behavior to 
help reduce frustration. It may be as simple as the computer notic- 
ing that lots of fancy "smart" features are irritating to the user, and 
offering the user a way to remove all of them. Or, it may be that 
the computer's sensitive acknowledgment of and adaptation to 
user frustration simply leads to more productive and pleasing 
interactions. One of the key ideas is that the system could associate 
expressions of users, such as pleasure and displeasure, with its 
o w  behdor .  as a k h d  of reward and pdsbment .  In this age of 
adaptive, learning computer systems, such feedback happens to be 
easy and natmal for users to pmvide. 

. 
Discussion 

Picard:. One of the things that is controversial with.respect to agents 
is if they should show empathy to people. This is sort of strange, a 
computer saying "That feels pretty bad, and I am sorry to hear that 
you had such. a bad experience," when a computer has no feelings. 
You would think this would just npset people. In fact, Reeves and 
Nassl found the same surprises in their studies out in  Stanford. 
They tested their system with Stanford students who know that the 
m a c b e  does not have emotions. 

Stern: Do you think people could possibly be thi&ing, well, the 
person who wrote this program has empathy? 

Picard: This is one of the key factors that Reeves and Nass t& 
about and that we all address: Do they attribute any expression of 
feelings to the designer of the software? And if so, then the corn7 
puter should notbe saying "I," "my," "me," or whatever, it should 
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be saying "the makers of the software." And they ran experiments 
investigating that, too. They have concluded that it's the machine. 
Even though people know better, they act as if it's the machine and 
not the maker of the machine. 

Elliott: One of our experiences is similar, and I would say that to 
the extent that there is complexity in the understandmg, the feel- 
ing of sincerity goes up. If you say "Here is everything I know, it's 
not much, but I do know this," people seem to accept that, and to 
the extent that there is more complexity in there and it feels like if 
there is more understanding, they accept it even more. It does not 
matter if you say it's not real; it's a bit like flattery not being real, 
and still . . . 
Picard: That's interesting. Yes. 

Elliott: Flattery wears off, when you get it two or tbxee times in a 
row, it's like: "Well, I heard this before." But if the complexity is 
there, it doesn't seem to m off in the same way: "I know it's not 
real, but you seem to understand quite a few things about how I 
feel, and that satisfies me." If it's just "I am sorry, but I don't know 
why" instead of "I am sony because I believe that you really 
wanted this thing, and you did not get it, and you are embarrassed 
that you did not get it" 

Picard: This reminds me of the strategy I use with my two-year-old: 
if he tries to do something, and I don't like it and say "no," then he 
says "why?" I give him a short explanation, he asks "why" 
again. If I give another short explanation, he says "why" again. If 
I give him a really long complex explanation, he gets bored and 
forgets about it. He is training me in  a sense. 

Bellman: I guess I would want to see more experimentation about 
the implicit people behind the artifacts, because I think we bave 
some information from OUT experiences that say that people, 
even though they suspend disbelief, are actually very aware of 
the authorship by other human beings. And in fact, in our virtual 
world studies, we often get users who come up to the author and 
say: "I really enjoyed your robot. He is so great, he is so lovable, 
you know!" 

Elliott: I think that is reflection after the fact, though. 

all: But in these experiments, people know. There is no question 
about misunderstandmg this computer. It's just that they are still 
affected. 
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E l l i o t  They are inherendy engaged, and this satisfies this feeling of 

Slornan: We are biologically programmed to respond to this kind 
of behavior. If this behavior comes from a computer, we will still 

Ortony: But we may at the same time also praise the author as we 
praise the parent of a child. We have enjoyed an interaction, we 
don't attribute the behavior of the child to the interaction alone, 
but we see, as Clark said, a sign of the parent in the child. So, we 
say: "I really liked your kid." 

Picard: But people do say: "Can't you control your child?' 

Ortony: Well, that's the other side. 

Picard: Well, we are not going to be able to control, so to speak, 
these agents at some point. I think this is a responsibility decision 
to make as designers, while we are in control. 

My first goal thus involves sensing and recognizing patterns 
of emotional information-dynamic expressive spatiotemporal 
forms that influence the face, voice, posture, and ways the person 
moves-as well as sensing and r ea sodg  about other sitnational 
variables, such as if the person retyped the same word many times 
and is now using negative language. All of this is what I refer to 
in shorthand as "recognizing emotion," although I should be clear 
that it means the fist sentence of this paragraph, and not that 
a computer can know your imerniost emotions, which involve 
thoughts and feelings that no person besides you can sense. But 
once a computer has recognized emotion, what should it do? Here 
lies my second main goal: giving the computer the ability to adapt 
to the emotional feedback in a way that does not further frustrate 
the user. Although "having emotion" may help with the first 
goal, I can imagine how to achieve the first goal without this abil- 
ity. However, the second goal involves intricacies in regulating 
and managing ongoing perceptual information, attention, decision 
making, and learning. All of these functions in humans apparently 
involve emotion. This does not mean that we could not possibly 
implement them in machines without emotion. At the same time, 
it appears to be the case that all living intelligent systems have 
emotion in some form, and that humans have the ~ o s t  sophis- 
ticated emotion systems of all, as evinced not just by a greater 
development of limbic and cortical structures, but also by greater 
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facial musculature, a hairless face, and the use of artistic expies- 
sion, including music, for expressing emotions beyond verbal 
articulation. 

Part of me would love to give a computer the ability to recognize 
and deal with frustration as well as a person can, without giving it 
emotions. I have no longing to make a computer into a companion; 
I am quite content with. it as a tool. However, it has become a very 
complex adaptive tool that frusbates so many people that I think 
it's time to look at how it can do a better job of adapting to people. 
I think emotion will play a key role in this. Let's look more closely 
at four components of emotion that people have, and how these 
might or might not become a part of a machine. 

7.1 Components of Emotion 
I find it useful to identify at least four components when talking 
about emotions in the context of what one might want to try to 
implement in machines [ f i p e  7.11. Some of these components 
already exist in some computational systems. The components are 
(1) emotional appearance, (2) multiple levels of emotion genera- 
tion, [3] emotional experience, and (41 (a large category of)  mind- 
body interactions. These four components are not intended to be 
self-evident from their short names, nor are they intended to be 
mutually exclusive or collectively exhaustive. Let me say what I 
mean by each, and why all four are important to consider. 

A computer that "has emotions,"in 
the sense that a oerson does. will be 
capable of: 

1. Emotional appearance 

2. Multilevel emotion generation 

3. Emotional experience 

4. Mind-body interactions 
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Because emotional appearance results largely from emotional 
behavior, and because I include the making of facial, vocal, and 
other expressions as kinds of behavior, I have previously referred 
to this component as emotional behavior. I am here changing my 
two-word description because a couple colleagues at the Viema 
workshop argued that it was confusing; however, I am not chang- 
ing what it refers to, which remains the emotional appearance of 
the system's behavior. 

Examples of systems with behaviors that appear to be emotional 
include the tortoises of W. Gray Walter (1950) and Braitenberg's 
Vehicles (Braitenberg 1984). When one of Braitenberg's little vehi- 
cles approached a light or backed rapidly away from it, observers 
described the behavior as "ilkmg lights" or as "acting afraid of 
lights," both of which involve emotional attribution, despite the 
fact that the vehicles had no deliberately designed internal mecha- 
nisms of emotion. Today there are a number of efforts to give com- 
puters facial expressions; the Macintosh has been displaying a 
smile at people for years, A d  there is a growing tendency to build 
animated agents and other synthetic characters and avatars that 
would have emotional expressions. These expressive behaviors 
may result in people saying the system is "happy" or otherwise, 
because it appears that way. 

I think all of us would agree that the examples just given do not 
have internal feelings, and their behavior is not generated by emo- 
tions in the same sense that buman or animal behavior is. How- 
ever, the boundary is quickly blurred: Contrast a machine like the 
Apple Macintosh, which shows a smile because it is hardwired to 
do that in a particular machine state, and a new "emotional robot," 
which shows a smile (Johnstone 1999) because it has appraised its 
present state as good and its present situation as one where smiling 
can communicate something useful. The Mac's expression signals 
that the boot-up has succeeded and the machine is in a satisfactory 
state for the user to proceed. However, most of us would not say 
that the Mac is happy. More might say that the robot is happy, in a 
rudimentary kind of way. But, if the robot's happy facial expres- 
sion were driven by a simple internal state labeled "satisfaction," 
then i t  would really be no different than the Mac's display of a 
smile. As the generation mechanisms become more complex and 
adapted for many such states and expressions, then the argu- 
ment that the expression or behavior redly arose from an emotion 
becomes more compelling. The more complex the system, and the 
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higher the user's expectations, the harder it also becomes for the 
system's designer to craft the appearance of natural, believable 
emotions. Nonetheless, we should not let mere complexity fool us 
into thinkmg emotions are there. 

If a system really has emotions, then we expect to see those 
emotions influence and give rise to behavior on many levels. 
There are the obvious expressions and other observable emotional 
behaviors, like saying "Humph," and taming abruptly away bom 
the speaker; however, emotions also modulate nonemotional 
behaviors: The way you pick up a pen (a neutral behavior] is dif- 
ferent when you are seething with anger versus when you are bub- 
bling with delight. True emotions influence a number of internal 
functions, which are generally not apparent to anyone but the 
designer of the system (and in part to the system, to the extent that 
it is given a kind of "conscious awareness" of such). Some of emo- 
tion's most important functions are those that are unseen, or at 
least very hard to see. The body-mind mechanisms for signaling 
and linkmg the many seen and unseen functions are primarily 
captured by the fourth, component, which I'll describe shortly. 

Multiple Levels of Emotion Generation 
f!nimals and people have h t  subconscious brain mechanisms 
that perform high-priority survival-related functions, such as the 
response of fear in the face of danger or threat. LeDoux (1996) 
has described the subcortical pathway of fear's "quick and dirty" 
mechanism, which precedes cortical involvement. This level of 
precomcious, largely innate, but not highly accurate emotion gen- 
eration appears to be critical for survival in living systems. One 
can imagine giving robots and machines sensors that operate at a 
similar level-in a relatively hardwired way, detecting when the 
system's critical parameters are in a danger zone, and triggering 
rapid protective responses, which can shortly thereafter be modj- 
fied by slower, more accurate mechanisms. 

The level of emotions just described stands in contrast with 
slightly slower (although still very fast) emotion generation that 
tends to involve higher cortical functions and may or may not 
involve conscious appraisals (figure 7.3). If you jump out of the 
way of a snake, and suddenly realize it was only a stick, then that 
was probably an instance of the fast subconscious fear-generation 
mechanism. In contrast, if you bear that a convicted killer has 
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Multilevel emotion generation 

Fast, "hard-wired" fear (LeDoux) / '  
Computer's power alarm 
Robot response to "pain" 

Slower, more "reasoned" emotions 
Rule-based, associative, flexible ... 

rise to component one-emotional appearance-or to the other 
two components listed below, but it could potentially give rise to 
all of them. In a healthy human, such emotional appraisals are also 
influenced by one's feelings, via many levels of mechanisms. 

People appear to be able to reason in a cold way about emotions, 
with miuimd i f  any enga&g of observable bodily responses. 
However, more often there seem to be bodily changes and feelings 
associated with having an emotion, especially if the emotion is 
intense. An exception arises in certain neurologically impaired 
patients [e.g., see accounts in Damasio 1994) who show minimal 
signs of such somatic concomitants of emotion. If you show these 
patients grotesque blood-and-gats mutilation scenes, which cause 
most people to have high skin conductivity levels and to bave a 
feeling of horror and revulsion, these patients will report in a cool 
cognitive way that the scenes are horrible and revolting, but they 
will not have any such feelings, nor will they have any measurable 
skin conductivity change. Their emotional detachment is remark- 
able, and might seem a feature, if it were not for the serious prob- 
lems that such lack of emotionality actually seems to be a part of in 
day-to-day rational functioning, rendering these otherwise intelli- 
gent people severely handicapped. What these patients have is ~ ~,, 

similar to what machines that coldly appraise emotions can bave- 
a level of emotion generation that involves appraisal, without any 
obvious level of bodily or somatic involvement. 

It is not clear to what extent normal people can have emotions 
without having any associated bodily changes other than those of 
imfelt thought patterns in the brain; consequently, the levels of 
emotion generation described here may not typically exist in nor- 
mal people without being accompanied by some of the mind-body 
linkages in the fourth component, described below. Nonetheless, 
multilevel generation of emotion is an important component 
because of its descriptive power for what is believed to happen 
in human emotion generation, and because some of these levels 
have already been implemented to a certain degree in machines. It 
is also relevant for certain neurologically atypical people, such as 
high-fmictionhg autistics, who describe their ability to understand 
emotions as "like a computer-having to reason about what an 
emotion is" versus understanding it intuitively. 

The two levels just described-quick and dirty subconsciously 
generated emotions and slightly slower, more reason-generated 
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emotions, are not the only possibilities. Nor does my choice of 
these two examples impose a belief that "reasoning" has to be 
conscious. My point is instead that here are examples of emotions 
occurring via different levels of mechanisms. I expect that neuro- 
scientists will find unique patterns of activation [and deactivation] 
amoss cortical and subcortical regions for each kind of emotion- 
joy, fear, frustration, anger, and so forth, and possible unique pat- 
terns for significant variations in levels of these. I would also 
expect we would build multiple levels of activation of emotion- 
generation mechanisms in machines, varying in resources used 
and varying in w g  and in influence, in accord with the specific 
roles of each emotion. Some would be quick and perhaps less 
accurate, while some would be more carefully deliberated. Some 
would be at a level that could be consciously attended, 01 at least 
attended by some "higher" mechanisms, while some would occur 
without any such monitoring or awareness. Some of the mecha- 
nisms would be easy to modify over time, while others would be 
fairly hardwired. Some of the emotion-generation mechanisms 
might be rule based, and easy to reason about-at least after the 
fact if not during-while others would be triggered by patterns of 
similarity that might not be easily explained. And many or even all 
of these mechanisms might be active at different levels contri- 
buting to background or mixed emotions, not just to a small set of 
discrete emotions. ln summary, machines will have meren t  com- 
binations of mechanisms activating different emotions, a veritable 
orchestra for emotion generation. 

Emotional Experience 
We humans have the ability to perceive our personal emotional 
state and to experience a range of feelings, although many times we 
are not aware of or do not have the language to describe what we 
are feeling (figure 7.4). Our feelings involve sensing of physiologi- 
cal and biochemical changes particular to our human bodies (I 
include the brain and biochemical changes within it as part of 
the body). Even as machines acqnire abilities to sense what their 
""bodies" are doing, the sensations remain different than those 
of human bodies, because the bodies are substantially different. 
In this sense machine feelings cannot duplicate human feelings. 
Nonetheless, machines need to be able to sense and monitor more 

- 
What Does I t  Mean for a Computer to "Have" Emotions? 225 

Emotional Experience 

What one can perceive of one's own 
emotional state: 

I Cognitive or semantic label 
II.  Physiological changes 
I l l ,  Subjective feeling, intuition 

Problem: consciousness 

Figure 7.4 

of what is going on within and around their systems if they are to 
do a better job of regulating and adapting their own behavior. They 
will likely need mechanisms that perform the functions performed 
by what we call consciousness, if only to better evaluate what they 
are doing and learn, from it. 

A great distinction exists between our experience and what 
machines might have. The quality of conscious awareness of our 
feelings and intuition currently defies mechanistic description, 
much less implementation in machines. Several of my colleagues 
think that it is just a matter of time and computational power 
before machines will "evolve" consciousness, and one of them 
tells me he's figured out how to implement consciousness, but I see 
no scientific nuggets that support such belief. But I also have no 
proof that it cannot be done. It won't be long before we can imple- 
ment numerous functions of consciousness, such as awareness and 
monitoring of events in machines, but these functions should not 
be confused with the experience of self that we humans have. I do 
not yet see how we could computationally build even an approxi- 
mation to the quality of emotional experience or experience of self 
that we have. Thus I remain a skeptic on whether machines will 
ever attain consciousness in the same way we humans think of that 
concept. Consciousness, and life, for that matter, involves qualities 
that I do not yet see humans as capable of creating, outside of 
procreation. Perhaps someday we will have such creative abilities; 
nonetheless, I do not see them'arising as a natural progression of 
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past and present computational designs, not even with. the advent 
of quantum computing. 

Mind-Body Interaction: Emotions 
are NOT just "thoughts" 

Discussion - Conscious and nonconscious events 
Riecken: I don't h o w  what consciousness is. 

Picard: It's more loaded than awareness. 1 prefer that we say [refer- - Biasing mechanisms, intuition 
ring to figure 7.4): what we perceive of our own emotion, what - Physiological and biochemical changes 
something in us can perceive or become aware of. Because my list - Sentic modulation, lying impactspressure 
applied both to people and computers, I didn't want to put the waveform of iow; smiles induce joy. .. 
word self in. I always said "one's," but, you h o w ,  that's not quite 
the same as "self." I think self is a more loaded word than just 
saying what this entity perceives of what's going on within this 

Sioman: A good operating system has a certain amount of self- paper, we will begin to find some common understanding for what 
awareness. this shorter expression represents. 
Ortony: It's a little tough, for a machine to be aware of its physio- 
logical changes if it does not have a physiology. 

Picard: A computer can sense physically. We mcently hardwired Mind-Body Interactions I 
the back of om monitor to sense surges in voltage, so it could sense The fourth component is a broad category including many signal- ~ 
the precise instant that it was displaying the image to subjects in ing and regulatory mechanisms that emotion seems to provide in 
one of our studies. The operating system did not give vs the hooks linknig cognitive and other bodily activities (figore 7.5) .  Here we 
to sense that. I think we need to bnild software and hardware that find that emotions often involve changes in bodily systems outside 

' 

has better self-awareness. the brain, as well as inside the brain. There is evidence, for exam- 
ple, that emotiom inhibit and sctivate meren t  regions of the I 

Rolls: Well, can I say that I am really worried about saying that any 
machine has seIf-awaren8s.s in this sense? brain, facilitating some h d s  of cognitive activity while inhibiting 

Picard: Yes. It sounds just as dangerous as saying it has emotions. others. Researchers have shown numerous effects of emotion and 

Rolls: Whenever we use the word "awareness," it implies to mood biases on creative problem solving, perception, memory 

me qualia of phenomenology. If you would replace that by "self- retrieval, learning, judgment, and more. (See Picard 1997a for a !. 
description of several such findings.) Not only do human emotions monitoring," we would not get into a problem. 
mfluence brain information processing, but they also influence the 

If we can understand something, we can model it and build information processing that goes on is. the gastrointestinal and 
a computational model of it. Modeling is a form of imitation, not systems (see Gershon 1998 for a description of informa- 
duplication. Thus I use the term "imitate" instead of "duplicate" tion processing in the gut). 
with respect to implementing this component in machines. In Emotions modulate our muscular activity, shaping the space- I 

fact, we should probably be more careful about using the phrase time trajectories of even very simple movements, such as the way 
"imitating some of the known mechanisms of humanemotion in we press on a surface when angry versus when joyful. I call the 
machines" to describe much of the current research concerned way in  which emotions mfhience bodily activity sentic modu- 
with "giving machines emotion." For brevity and readability, the lotion, after Manfred Clynes's (1977) work in sentics, where he I' 

latter phrase is what I will continue to use, with hope that with this first attempted to quantify and measure a spatiotemporal form of 1 
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Evidence suggests that emotions ... 

Coordinatelregulate mental processes 
Guidelbias attention and selection 
Signal meaningfulness 
Help with intelligent decision-making 
Enable resource-limited systems to 

deal with unpredictable, complex 
inputs, in an intelligent flexible way 

Figure 7.7 
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Can't we do all this without 
giving the machines emotions? 

Sure. 
But, once ':.e've giier :ner a :ne 

WCS- a:cr\, s gra ins, o as r e  ara c"-ier 
- s e t  aleni.or ana onor-1231 or 
mechanisms (by any other name) and 
done so in an integrated, efficient 
Interwoven system, then we have 
essentially given the machine an emotion 
system, even if we don't call it that. 

Machines are still not living organisms, despite the hc t  that 
we describe many living organisms as machines (figwe 7.7). It 
has become the custom to associate machine behavior and human 
behavior without really thioking about the differences anymore. 
Despite the rhetoric, CHIT man-made machines remain of a nature 
en+&ely different than l i h g  things. Does this mean they cannot 
have emotions? I think not, if we are clear that we are describing 
emotions as mechanisms "with functional components like the four 
described here. Almost d l  of these have been implemented in 
machines at some level, and I can see a path toward implemen- 
ting all of them. At the same time, it is prudent to acknowledge 
that one of the components, emotional experience, includes com- 
ponents of consciousness that have not yet been shown to be re- 
ducible to computational functions. Machines with all components 
but this one might be said to have emotion systems, but no real 
feelings. 

As we make lists of functions and match them, let us not forget 
that the whole process of representing emotions as mechanisms 
and functions for implementation in machines is approximate. The 
process is inherently limited to that which we can observe, repre- 
sent, and reproduce. It would be arrogant and presumptuous to not 
admit that our abilities in these areas are bite end small compared 
to all that is unknown, which may be infinite. 

Remember that I began this presentation asking whether or not it 
was necessary to @ve machines emotions if all we are interested in 
is giving them the ability to recognize and respond appropriately to 
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don't need emotions to do that. But by the time we have built these 
special mechanisms that perform the decision making this way, 
maybe we discover that it would be more efficient to go back and 
just build an emotional system, because that one emotional system 
could maybe do it all. 

Ortony: I thought you were going to say something else. I thought 
you were going to say that emotion did somehow fall out as a 
by-product of having built an integrated system. 

Picard: Actually, I could say that as well, too. By the time you have 
done the integrated system without ever involdng the word "emo- 
tion," it is an emotional system. I have always thought this was 
obvious. I never bothered to say it.. . . 
Ortony: It's not totally obvious, you know. 

Picard: I used to design computer architectures for a living. You 
c+ play out all the goals of what you want to xchieve on the bble, 
and then you figure out how you combine it all in an efficient 
architecture. So, to me, this was just obvious. We have been focus- 
ing on systems that help people cokun ica t e  emotions, that help 
them express emotion; or the machine might express it-and might 
try to recognize emotion. Is that going to make a really emotionally 
intelligent system, if we do that? I don't think so. These are exactly 
the capabilities autistics have. Autistics have emotions, they can 
express emotions, and they can sometimes pattern-recognize other 
people's emotions, and yet they are really diE&cult to interact 
with as human beings. We cannot consider them as emotionally 
intelligent. 

Ortony: Let me offer a new word, which is emotional motanty. I 
think it is a much more felicitous term than emotional intelligence. 
I think: emotional maturity is what it really is! I mean, it's a much 
more natural way to think: about it. Emotions do in fact develop 
in humans. In the normal course of development, they mature, and 
people become emotionally sophisticated and capable of doing all 
these things that go under the rubric of "emotional intelligence." 

Or maybe there is a better word yet. 

Sloman: Competent. Emotionally competent! 
Bellman: Emotional competency in infants at a certain stage for cer- 
tain- things. 

Ortony: Well, the reason I said "mature" is that it implies age- 
appropriate competence. 
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Picard: I know intelligence is a loaded word for a lot of people. And 
so I just list the set of learnable skills, as opposed to implying some 
innate capabilities. 

Trappl: Maturity implies a genetic aspect. 

Picard: Yes, it's rather hard to make a sure divide. But there are a 
lot of arguments for the case that you can teach people how to 
improve this set of skills, so to some degree, they are learnable, 
although to some degree they are probably also genetic. 

Ortony: You can teach people to improve their posture, but that 
does not mean that development of posture is not a sort of natural 
maturation. There is a natural development of posture, and we can 
still correct i t  

Note 

I. B. R and C, Nnss, The Media Equation (Cambridge University Press, Cambridge. 
1995). 
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ABSTRACT 
Automated analysis of human affective behavior has attracted 
increasing attention from researchers in psychology, computer 
science, linguistics, neuroscience, and related disciplines. 
Promising approaches have been reported, including automatic 
methods for facial and vocal affect recognition. However, the 
existing methods typically handle only deliberately displayed and 
exaggerated expressions of prototypical emotions--despite the fact 
that deliberate behavior differs in visual and audio expressions 
from spontaneously occurring behavior. Recently efforts to 
develop algorithms that can process naturally occurring human 
affective behavior have emerged. This paper surveys these efforts. 
We first discuss human emotion perception from a psychological 
perspective. Next, we examine the available approaches to 
solving the problem of machine understanding of human affective 
behavior occurring in real-world settings. We finally outline some 
scientific and engineering challenges for advancing human affect 
sensing technology.    

Categories and Subject Descriptors 
A.1 [Introduction and Survey]    
H.1.2 [User/Machine Systems]: Human information processing 
H.5.1 [Multimedia Information Systems]:   Evaluation/ metho-

dology 
I.5.4 [Pattern Recognition Applications] 

General Terms 
Algorithms, Performance. 

Keywords 
Multimodal human computer interaction, multimodal user 
interfaces, affective computing, human computing, affect 
recognition, emotion recognition. 

1. INTRODUCTION 
A widely accepted prediction is that computing will move to the 
background, weaving itself into the fabric of our everyday living 
spaces and projecting the human user into the foreground. 
Consequently, the future “ubiquitous computing” environments 

will need to have human-centered designs instead of computer-
centered designs [15], [20], [57], [63], [64]. A change in the 
user’s affective state is a fundamental component of human-
human communication. Some affective states motivate human 
actions and others enrich meaning of human communication. 
Consequently, the traditional HCI that ignores the user’s affective 
states filters out a large portion of the information available in the 
interaction process. Human Computing paradigm suggests that 
user interfaces of the future need to be proactive and human-
centered, based on naturally occurring multimodal human 
communication [57]. More specifically, human-centered 
interfaces must have the ability to detect subtleties of and changes 
in the user's behavior, especially his or her affective behavior, and 
to initiate interactions based on this information, rather than 
simply responding to the user’s commands. 

Fig 1 illustrates a prototype of such an affect-sensitive, 
multimodal computer-aided learning system. The system was 
built during the NSF ITR project titled “Multimodal Human 
Computer Interaction: Toward a Proactive Computer”1. In this 
learning environment, the user explores Lego gear games by 
interacting with a computer avatar. Multiple sensors are used to 
detect and track the user’s behavioral cues and his or her task. 
More specifically, the useful information recognized from these 
sensors includes the user’s emotional state, engagement state, the 
utilized speech keywords, and the gear state. Based on this 
information, the avatar offers an appropriate tutoring strategy in 
this interactive learning environment. Other examples of affect-
sensitive, multimodal HCI systems include the system of Duric et 
al. [22], which applies a model of embodied cognition that can be 
seen as a detailed mapping between the user’s affective states and 
the types of interface adaptations, and the proactive HCI tool of 
Maat and Pantic [51] capable of learning the user’s context-
dependent behavioral patterns from multi-sensory data and of 
adapting the interaction accordingly, and the automated Learning 
Companion of Kapoor et al. [43] that combines information from 
cameras, a sensing chair and mouse, and wireless skin sensor to 
detect frustration in order to predict when the user need help. 
These systems demonstrate a rough picture of future multimodal 
human-computer interaction.  

Except in standard HCI scenarios, potential commercial 
applications of automatic human affect recognition include affect-
sensitive systems for customer services, call centers [46], 
intelligent automobile system [40], and game and entertainment 
industry. These systems will change the nature of human-
computer interaction in our daily lives. Another important 

                                                                 
1 http://itr.beckman.uiuc.edu 
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application of automated systems for human affect recognition is 
in affect-related research (e.g. in psychology, psychiatry, 
behavioral and neuroscience), where such systems can improve 
the quality of the research by improving the reliability of 
measurements and speeding up the currently tedious, manual task 
of processing data on human affective behavior [27], [66].  

 
Fig. 1. A prototype of multimodal computer-aided learning 
system 

Because of this practical importance and the theoretical interest of 
cognitive scientists, automatic human affect analysis has attracted 
the interest of many researchers. However, most of the existing 
approaches to automatic human affect analysis are uni-modal 
(e.g., visual-only or audio-only) approaches, based on deliberately 
displayed affective expressions, and aimed at prototypical (basic) 
emotions. Accordingly, the efforts toward uni-modal analysis of 
artificial affective expressions have been focused in the 
previously published survey papers [20], [55], [57], [58], [59], 
[61], [69], [75] among which the papers of Cowie et al. in 2001 
[20] and of Pantic and Rothkrantz in 2003 [59] have been most 
comprehensive and widely cited in this field to date. 

Due to the criticisms received from both cognitive and computer 
scientist that the existing methods for automatic human affect 
analysis are not applicable in real-life situations, where subtle 
changes in expressions typify the displayed affective behavior 
rather than the exaggerated changes that typify posed expressions, 
the focus of the research in the field has started to shift to 
automatic analysis of spontaneously displayed affective behavior, 
i.e., spontaneous facial expressions (e.g., [5], [15], [70], [78]) and 
audio expressions (e.g., [7], [46]). In addition, more and more 
researchers realize that integrating the information from audio and 
visual channels leads to an improved recognition of affective 
behavior occurring in real-world settings. As a result, an increased 
number of studies on audiovisual human affect recognition have 
emerged in recent years (e.g., [10], [30], [86]). 

This paper introduces and surveys these recent advances in the 
research on human affect recognition. In contrast to those 
previous survey papers in the field, it focuses on the approaches 
that can handle audio and/or visual recordings of spontaneous (as 
opposed to posed) displays of affective states.  

It is organized as follows. Section 2 describes human perception 
of affect from a psychological perspective. Section 3 provides a 
detailed review of related studies, specifically available 
audio/visual computing methods. Section 4 discusses the 
challenges in enhancing and extending these reviewed studies. A 
summary and closing remarks conclude the paper. 

2. HUMAN AFFECT (EMOTION) 
PERCEPTION 
Constructing an affect analyzer is dependent on our understanding 
of the nature of affect. This knowledge of affect includes the 
description of affect, and the association between observed 
signals (audio and visual signals in this paper) and affective 
states. There is no doubt that the progress in automatic affect 
recognition is in part contingent on the progress of psychologists’ 
and linguists’ understanding of human affect perception [26], 
[67]. 

2.1 The Description of Affect 
Perhaps the most longstanding way that affect has been described 
by psychologists is in terms of discrete categories, an approach 
that is rooted in the language of daily life [20], [26], [67]. The 
most popular example of this description is the prototypical 
(basic) emotion categories, which include happiness, sadness, 
fear, anger, disgust, and surprise. The description of basic 
emotions was supported especially by the cross-cultural studies 
conducted by Ekman [23]. This influence of basic emotion theory 
resulted in the fact that most of existing studies of automatic 
affect recognition focus on recognizing these basic emotions. 
However, discrete lists of emotions fail to describe the range of 
emotions occurring in natural communication settings. In 
particular, basic emotions cover a rather small part of our daily 
emotional displays. Selection of affect categories that people 
show in daily interpersonal interactions needs to be done in a 
pragmatic and context-dependent manner.  
An alternative to category description is the dimensional 
description [20], [32] where an affective state is represented as a 
point of a set of dimensions defined by psychological concepts. 
One of the popular methods to describe affective is in terms of 
dimensions of evaluation and activation [20]. The evaluation 
dimension measures how human feels, from positive to negative. 
The activation dimension measures whether humans are more or 
less likely to take an action under the emotional state, from active 
to passive. In contrast to category representation, dimensional 
representation enables raters to label a range of emotions. 
However, this projection of the high-dimensional emotional states 
onto a rudimentary 2D space results to some degree in the loss of 
information. Some emotions become indistinguishable (e.g., fear 
and anger) and some emotions lie outside the space (e.g., 
surprise). Some studies [33] use the additional dimension (e.g., 
dominance) to add discriminability of emotions. 

2.2 Association Between Affects, Audio and 
Visual Signals 
The face plays a significant role in human emotion perception and 
expression. The association between face and affective arousal 
was confirmed by a series of impressive and systematic studies in 
the field of psychology [26], [67].  
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Different from the traditional message judgment in which the aim 
is to infer what underlies a displayed behavior, such as affect or 
personality, another major approach to human behavior 
measurement is the sign judgment [15]. The aim of sign judgment 
is to describe the appearance rather than meaning of the shown 
behavior. While message judgment is focused on interpretation, 
sign judgment attempts to be objective, leaving the inference 
about the conveyed message to higher order decision making. The 
most commonly used sign judgment method used for manual 
labeling of facial behavior is the Facial Action Coding System 
(FACS) proposed by Ekman et al. [25]. FACS is a comprehensive 
and anatomically based system that is used to measure all visually 
discernible facial movements in terms of atomic facial actions 
called Action Units (AUs). These AUs can be used for any higher 
order decision making process including recognition of basic 
emotions according to Emotional FACS (EMFACS) rules2 and a 
variety of affective states according to FACS Affect Interpretation 
Database (FACSAID)2, as well as for recognition of other 
complex psychological states such as depression [27] or pain [49]. 
AUs of the FACS are very suitable to be used in studies on human 
naturalistic facial behavior as the thousands of anatomically 
possible facial expressions (independently of their higher-level 
interpretation) can be described as combinations of 27 basic AUs 
and a number of AU descriptors. It is not surprising, therefore, 
that an increasing number of studies on human spontaneous facial 
behavior aimed at automatic AU recognition (e.g., [5], [16], [78]). 

Speech is another important communication device in human 
communication. It delivers affective information through explicit 
(linguistic) message, and implicit (paralinguistic) message that 
reflects the way the words are spoken. Although cognitive 
scientists have not identified the optimal set of vocal cues that 
reliably discriminate among affective and attitudinal states, 
listeners seem to be rather accurate in decoding some basic 
emotions from prosody [41] and some non-basic affective states 
such as distress, anxiety, boredom, and sexual interest from 
nonlinguistic vocalizations like laughs, cries, sighs, and yawns 
[67]. The basic-emotion-related prosodic features extracted from 
audio signal include pitch, energy, and speech rate. Cowie et al. 
[20] provided a comprehensive summary of qualitative acoustic 
correlations for prototypical emotions.  

Linguistic content of speech definitely carries emotional 
information. Some of this information can be inferred directly 
from the surface features of words which were summarized in 
some affective word dictionaries and lexical affinity [80], [65]. 
The rest of this information lies below the text surface and can 
only be detected when the semantic context (e.g., discourse 
information) is taken into account. The association between 
linguistic content and emotion is language-dependent and 
generalizing from one language to another is very difficult to 
achieve. 

A large number of studies in psychology and linguistics confirm 
the correlation between some affective displays (especially 
prototypical emotions) and specific audio and visual signals (e.g., 
[26], [67]). Ekman [24] found that the relative contributions of 
facial expression, speech and body cues to affect judgment 
depend both on the affective state and the environment where the 

                                                                 
2 http://face-and-emotion.com/dataface/general/homepage.jsp 

affective behavior occurs. Many studies indicate that the human 
judgment agreement is typically higher for facial expression 
modality than it is for vocal expression modality. The amount of 
the agreement drops considerably when the stimuli are 
spontaneously displayed expressions of affective behavior rather 
than posed exaggerated displays. In addition, facial expression 
and vocal expression of emotion are often studied separately. This 
precludes finding evidence of the temporal correlation between 
them. On the other hand, a growing body of research in cognitive 
sciences argues that the dynamics of human behavior are crucial 
for its interpretation (e.g., [15], [27], [67]). For example, it has 
been shown that temporal dynamics of facial behavior represents 
a critical factor for distinction between spontaneous and posed 
facial behavior (e.g., [15], [27], [78]) as well as for categorization 
of complex behaviors like pain, shame, and amusement (e.g., 
[27]). Based on these findings, we may expect that temporal 
dynamics of each modality separately (facial and vocal) and 
temporal correlations between the two modalities play an 
important role in interpretation of human affective behavior. 
However, these are largely unexplored areas of research. Another 
unexplored area of research is that of context dependency. The 
interpretation of human behavioral signals is context dependent. 
For example a smile can be a display of politeness, irony, joy, or 
greeting. To interpret a behavioral signal, it is important to know 
the context in which this signal has been displayed – where the 
expresser is (e.g., inside, on the street, in the car), what his or her 
current task is, who the receiver is, and who the expresser is [67]. 

3. THE STATE OF THE ART 
Rather than providing exhaustive coverage of all past efforts in 
the field of automatic recognition of human affect, we focus here 
on the efforts recently proposed in the literature that address the 
problem of automatic analysis of spontaneous affective behavior 
recorded in real-world settings. Keeping in mind the complexity 
of affective computing, we also briefly examine studies that 
represent exemplary approaches to treating a specific problem 
relevant for advancing human affect sensing technology.   
For exhaustive surveys of the past efforts in the field, readers are 
referred to [20], [55], [57], [58], [59], [61], [69], [75].  
This section is focused on an overview of the existing computing 
methods for automatic human affect recognition based on audio 
and/or visual displays. For the surveys of existing databases of 
spontaneous human affective behavior, the readers are referred to 
[18], [34], [62]. 

3.1 Facial Expression Recognition 
The current research of facial expression recognition can be 
divided into two directions [15]: recognition of affect and 
recognition of facial muscle action (facial action units). 
As far as automatic facial affect recognition is concerned, most of 
the existing efforts studied the expressions of the six basic 
emotions due to their universal properties, their marked reference 
representation in our affective lives, and the availability of the 
relevant training and test materials (e.g., [42]). There are a few 
tentative efforts to detect non-basic affective states from 
deliberately displayed facial expressions including fatigue [40], 
pain [49], and mental states like agreeing, concentrating, 
disagreeing, interest, frustration, thinking and unsure [28], [43], 
[82]. 
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Growing efforts are recently reported toward automatic analysis 
of spontaneous facial expression data [5], [6], [15], [16], [17], 
[39], [49], [50], [70], [78], [84]. Some of them study automatic 
recognition of AUs rather than emotions from spontaneous facial 
displays [5], [6], [15], [16], [78]. Several of these studies [17], 
[78] investigated the difference between spontaneous and 
deliberate facial behavior. The study [17] showed that many types 
of spontaneous smiles (e.g., polite) are smaller in amplitude, 
longer in total duration, and slower in onset and offset time than 
posed smiles. In addition, it has been shown in [78] that 
spontaneous brow actions (AU1, AU2 and AU4 in the FACS 
system) have different morphological and temporal characteristics 
(intensity, duration, and occurrence order) than posed brow 
actions.  
The usually extracted facial features are either geometric features 
such as the shapes of the facial components (eyes, mouth, etc.) 
and the location of facial salient points (corners of the eyes, 
mouth, etc.) or appearance features representing the facial texture 
including wrinkles, bulges, and furrows. Typical examples of 
geometric-feature-based methods are those of Chang et al. [13], 
who used a shape model defined by 58 facial landmarks, and of 
Pantic and her colleagues [56], [60], [78], who used a set of facial 
characteristic points around the mouth, eyes, eyebrows, nose, and 
chin. Typical example of hybrid, geometric- and appearance-
feature-based method, is that of Zhang and Ji  [90], who used 26 
facial points around the eyes, eyebrows, and mouth and the 
transient features like crow-feet wrinkles and nasal-labial furrows. 
Typical examples of appearance-feature-based methods are those 
of Bartlett et al. [5], [6] and Guo and Dyer [36], who used Gabor 
wavelets or eigenfaces, of Anderson and McOwen [1], who used a 
holistic spatial ratio face template, of Valstar et al. [77], who used 
temporal templates, and of Chang et al. [11], who built a 
probabilistic recognition algorithm based on the manifold 
subspace of aligned face appearances. An exemplar method of 
using both geometric and appearance features is that proposed by 
Lucey et al. [50], that uses Active Appearance Model (AAM) to 
capture the characteristics of the facial appearance and the shape 
of facial expressions.  
Most of the existing 2D-feature-based methods are suitable for 
analysis of facial expressions under a small range of head 
motions. Thus, most of these methods focus on recognition of 
facial expressions in near-frontal-view recordings. An exception 
is the study of Pantic and Patras [56], who have explored 
automatic analysis of facial expressions from the profile-view of 
the face. 
Few approaches to automatic facial expression analysis are based 
on 3D face models. Huang and his colleagues (i.e., [14], [70], 
[84]) used the geometry or appearance features extracted by a 3D 
face tracker called Piecewise Bezier Volume Deformation 
Tracker [74]. Cohn et al. [16] focused on analysis of brow action 
units and head movement based on a cylindrical head model [81]. 
Chang et al. [12] and Yin et al. [83] used 3D expression data for 
facial expression recognition. The progress of the methodology 
based on 3D face models may yield view-independent facial 
expression recognition, which is important for spontaneous facial 
expression recognition because the subject can be recorded in less 
controlled, real-world settings.  
Relatively few studies investigated the fusion of the information 
from facial expressions and head movements [16], [40], [90], and 

the fusion of facial expression and body gesture [4], [35], [43], 
with the aim to improve affect recognition performance. Except 
for few studies, e.g., the studies [60], [29] that investigated 
interpretation of facial expressions in terms of user-defined 
interpretation labels, and the study [40] that investigated the 
influence of context (work condition, sleeping quality, circadian 
rhythm, and environment, physical condition) on fatigue 
detection, the existing automatic facial expression analyzers are 
context insensitive. 

3.2 Audio Expression Recognition 
Research on audio expression recognition is also influenced by 
basic emotion theory so that most of the existing efforts toward 
this direction chose the basic emotions or a subset of them as 
recognized targets. There are a few tentative studies that have 
investigated the detection of certain application-dependent 
affective states. Examples of these studies are those of Hirschberg 
et al.  [37], who attempted deception detection, of Liscombe et al. 
[47], who focused on detecting certainness, Kwon et al. [45], who 
focused on detecting stress, of Zhang et al. [89], who focused on 
detecting confidence, confusion, and frustration, of Batliner et al. 
[7], who focused on detecting trouble, of Ang et al. [2], who 
focused on detecting annoyance and frustration, and of Steidl et 
al. [71], who conducted detection of motherese and empathy. 
More recently, few efforts towards automatic recognition of 
nonlinguistic vocalizations like laughters [76] and cries [54] have 
also been reported. 
Some researchers started to turn their focus to investigation of 
spontaneous emotion recognition by using the audio data 
collected in call centers [46], [52], meetings [52], wizard of OZ 
[7] or other dialogue systems [8], [48]. In this natural interaction 
data, affective expressions are often subtle, and basic emotion 
expressions seldom occurred. Accordingly, these studies always 
chose to detect coarse affective states, i.e., positive, negative and 
neutral in [46], [52], [48], or application-dependent states as 
described above. 
When the research shifts from posed emotion expression to 
spontaneous emotion expression, only acoustic information is not 
enough to detect the change of audio affective expression, as 
indicated by Batliner et al. [7] that “the closer we get to a realistic 
scenario, the less reliable is prosody as an indicator of the 
speakers emotional state”. Thus, a few studies investigated the 
combination of acoustic features and linguistic features (language 
and discourse) to improve recognition performance. Typical 
examples of linguistic-paralinguistic-fusion methods are those of 
Litman et al. [48] and Schuller et al. [68], who used spoken words 
and acoustic features, of Lee and Narayanan [46], who used 
prosodic features, spoken words and information of repetition, 
and of Bartliner et al. [7], who used Part-of-speech (POS), 
dialogue act (DA), repetitions, corrections, and syntactic-prosodic 
boundary to infer the emotion. Litman et al. [48] investigated the 
role of the context information (e.g. subject, gender and problem, 
turn-level features representing local and global aspects of the 
prior dialogue) on audio affective recognition.  
Although the above studies indicated recognition improvement by 
using information of language, discourse and context, automatic 
extraction of these related features is a difficult problem. First, 
existing automatic speech recognition systems cannot reliably 
recognize the verbal content of emotional speech [3]. Second how 
to extract semantic discourse information is more challenging. As 
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a result, most of these features have been extracted manually or 
directly from transcripts.  

3.3 Audio-visual Expression Recognition 
In the survey written by Pantic and Rothkrantz in 2003, [59], only 
four studies were found that were focused on audiovisual affect 
recognition. Since then, an increasing number of efforts are 
reported toward this direction. Although most of existing audio-
visual affect recognition studies investigated recognition of basic 
emotions, fewer efforts are underway to detect non-basic emotion, 
i.e., those of Zeng et al. [85], [87], [88], who added 4 cognitive 
states (interest, puzzlement, frustration and boredom) considering 
the importance of these cognitive states in human computer 
interaction. 
Recently a few studies have been reported toward audio-visual 
spontaneous emotion recognition [10], [30], [86]. These studies 
are that of Zeng et al. [86], who used the data collected in 
psychological research interview (Adult Attachment Interview), 
and of Fragopanagos and Taylor [30] and Caridakis et al. [10], 
who used the data collected in Wizard of OZ scenarios. Because 
their data were not sufficient to build classifiers for fine-grained 
affective states (e.g., basic emotions), they chose to recognize 
coarse affective states, e.g., positive and negative states in [86], or 
quadrants in evaluation-activation space [10], [30]. The studies 
[10], [30] applied the FeelTrace system that enables raters to 
continuously label the change of affective expressions. The study 
[30] noticed the considerable labeling variation among four raters 
using FeelTrace [19] due to subjectivity of audio-visual affect 
judgment. Specifically, one rater mainly relied on audio 
information to make judgment while another rater mainly relied 
on visual information. In order to reduce this variation, the studies 
[86] made the assumption that facial expression and vocal 
expression has the same coarse emotional states (positive and 
negative), and then directly used FACS-based labels of facial 
expressions as audio-visual expression labels.     
Three fusion strategies (feature-level, decision-level and model-
level fusions) are found to be used in the audio-visual affect 
recognition. A typical example of feature-level fusion is the study 
[9], which concatenated the prosodic features and facial features 
to construct joint feature vectors that are then used to build an 
affect recognizer. However, the different time scale and metric 
level of features from different modalities and increasing feature 
dimension influence the performance of the feature-level fusion.  
Most of the bimodal affect recognition studies applied decision-
level fusion (e.g., [9], [31], [38], [79], [88]), which independently 
model audio-only and visual-only expressions, then combine 
these uni-modal recognition results at the end. Since humans 
display audio and visual expressions in a complementary and 
redundant manner, the conditional independent assumption of 
decision-level fusion actually loses the correlation information 
between audio and visual signals. Some interesting model-level 
fusion methods are introduced that can make use of the 
correlation between audio and visual streams, and relax the 
requirement of synchronization of these streams. Zeng et al. [87] 
presented Multi-stream Fused HMM to build an optimal 
connection among multiple streams from audio and visual 
channels according to maximum entropy and the maximum 
mutual information criterion. Zeng et al. [85] extended this fusion 
framework by introducing a middle-level training strategy under 
which a variety of learning schemes can be used to combine 

multiple component HMMs. Song et al. [73] presented tripled 
HMM to model correlation properties of three component HMMs 
that are based individually on upper face, lower face and prosodic 
dynamic behaviors. Fragopanagos and Taylor [30] proposed an 
artificial neural network with a feedback loop called ANNA to 
integrate the information from face, prosody and lexical content. 
Caridakis et al. [10] investigated combining face and prosody 
expressions by using Relevant Neural Networks. 

4. CHALLENGES 
The studies reviewed in the previous section indicate two new 
trends in the research on automatic human affect recognition: 
analysis of spontaneous affective behavior and multimodal 
analysis of human affective behavior including audiovisual 
analysis, combined linguistic and nonlinguistic analysis, and 
multi-cue visual analysis based on facial expressions, head 
movements, and/or body gestures. Several previously-recognized 
problems have been finally addressed. At the same time, several 
new challenging issues have been recognized, including the 
necessity of studying the temporal correlations between the 
different modalities (audio and visual) as well as between various 
behavioral cues (e.g., facial, head, and body gestures).  

Here we focus on discussing the challenges in computing methods 
for developing of automatic spontaneous affect recognizer. As for 
the challenges to spontaneous emotion database collection and 
annotation, the readers are referred to [18], [21], [34], [59], [62]. 

4.1 Visual Input 
Development of vision processing techniques that are robust in 
fully unconstrained environments is still in the relatively distant 
future. The existing visual face detection and tracking techniques 
are just able to reliably handle the near-front/profile view of face 
images with good resolution and lighting conditions. In a realistic 
interaction environment, the arbitrary movement of subjects, low-
resolution and hand occlusion can cause these techniques to fail.  
The view-independent facial expression recognition based on 3D 
face model is worthy of further investigation [12], [83]. 
Development of a robust face detector, head and facial feature 
tracker forms the first step in the realization of facial expression 
analyzers capable of handling unconstrained environment.  
In a realistic interaction environment, a facial expression analyzer 
should be able to deal with noisy and partial data and to generate 
its conclusion with confidence that reflects uncertainty of output 
of face and face point localization and tracking. Further efforts are 
needed toward modeling the static and dynamic structure of facial 
expression in order to handle noise features, temporal 
information, and partial data.  
Except for few studies (e.g., [4], [16], [35], [40], [90]), the 
existing efforts analyzed facial expression behavior isolated from 
other visual cues (eye and head movement, and body gesture). It 
is suggested in the study [44] that multimodal coordination of 
facial expression, head movement and gesture is important to 
judge certain affect expression such as embarrassment. Integration 
of these multiple cues for automatic visual-based affect 
recognition is a largely unexplored research. 

4.2 Audio Input 
When our aim is to detect spontaneous emotion expressions, we 
have to take into account both linguistic and paralinguistic cues 

130



that mingle together in audio channel. Although a number of 
linguistic and paralinguistic features (e.g. prosodic, dysfluency, 
lexicon, and discourse features) have been introduced for affect 
recognition in literature, the optimal feature set has not yet been 
established from the existing experiments.   
Another challenge is how to reliably automatically extract these 
linguistic and paralinguistic feature from the audio channel. When 
we analyze the prosody in realistic conversation, we have to 
consider the multiple functions of prosody that include expression 
of affect and a variety of linguistic function [53]. Prosody features 
can be used to indicate discourse and segmentation information 
not only to express emotion. The prosodic event model that can 
reflect these functions simultaneously is worthy of further 
investigation. In addition, automatic extraction of spoken words 
from spontaneous emotional speech is also a difficult problem 
because the recognition rate of the exiting automatic speech 
recognition (ASR) system is far from perfect. The emotional 
aspects in speech further reduce ASR performance [3]. The 
automatic extraction of high-level underlying semantic linguistic 
information (e.g. dialogue act, repetitions, corrections, and 
syntactic information) is more challenging. 

4.3 Fusion 
Although the benefit of fusion (i.e., audio-visual fusion, linguistic 
and paralinguistic fusion, multi-visual-cue fusion from face, head 
and body gestures) for affect recognition is expected from 
engineering and psychological perspectives, our knowledge of 
how humans achieve this fusion is extremely limited. The 
neurological studies on fusion of sensory neurons [72] seem to 
more support early fusion (i.e., feature-level fusion) than late 
fusion (i.e., decision-level fusion). However, it is an open issue 
how to construct suitable joint feature vectors composed of 
features from different modalities with different time scales, 
different metric levels and different dynamic structures, based on 
existing methods. Due to these difficulties, most researchers 
choose decision-level fusion that simplifies the fusion problem by 
introducing the conditional dependent assumption. Model-level 
fusion or hybrid fusion that combines the benefits of both feature-
level and decision-level fusion methods may be the best choice 
for this fusion problem. Based on existing knowledge and 
methods, how to model multimodal fusion is largely unexplored. 
A number of issues relevant to fusion require further 
investigation, such as the optimal level of integrating these 
different streams, the optimal function for the integration, as well 
as inclusion of suitable estimations of reliability of each stream.  

4.4 Context 
Investigation is clearly warranted to address how to make use of 
contextual information to improve the performance of affect 
recognition. Emotions are intimately related to a situation being 
experienced or imagined by human. Without context, human may 
misunderstand speaker’s emotion expressions. Since the problem 
of context sensing is very difficult to solve, pragmatic approaches 
(e.g. activity- and user-profiled approaches) should be taken when 
learning the grammar of human affective behavior [57]. Yet, with 
the exception for a few studies (e.g., [29], [40], [48], [60]), 
virtually all existing approaches to machine analysis of human 
affect are context insensitive. Building a context model that 
includes person ID, gender, age, conversation topic, and workload 
need the help from other research field like face recognition, 

gender recognition, age recognition, topic detection, and task 
tracking. 

4.5 Evaluation 
Unfortunately, the diverse methods reviewed in this paper are 
difficult to compare because they are rarely tested on a common 
experimental condition (e.g., data and annotation). United efforts 
of different research communities are needed to address the 
evaluation of system performance based on a comprehensive, 
readily accessible benchmark database with annotation. 

5. CONCLUSION 
In the comprehensive survey written by Pantic and Rothkrantz in 
2003 [59], almost all automatic affect recognition efforts were 
based small artificial emotion data, and only four studies were 
focused on audio-visual affect recognition. Since then, the picture 
has changed considerably. Increasing efforts are reported toward 
recognition of spontaneous affective expression by using audio 
and visual information and fusion methods. Some pilot studies 
have identified some problems that have been missed or avoided 
in uni-modal posed emotion recognition.    

The shifts of perspective in affect recognition research, from uni-
modal to multimodal and from posed emotion expression to 
spontaneous emotion expression, in turn highlight many 
challenges to our knowledge and existing techniques. 
Collaboration among related disciplines is certainly the most 
powerful means to advance our knowledge on the nature of affect, 
and in turn enhance automatic affect recognition performance.  
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In recent studies of the structure of affect, positive and negative affect have consistently emerged as

two dominant and relatively independent dimensions. A number of mood scales have been created

to measure these factors; however, many existing measures are inadequate, showing low reliability

or poor convergent or discriminant validity. To fill the need for reliable and valid Positive Affect and

Negative Affect scales that are also brief and easy to administer, we developed two 10-item mood

scales that comprise the Positive and Negative Affect Schedule (PANAS). The scales are shown to be

highly internally consistent, largely uncorrelated, and stable at appropriate levels over a 2-month

time period. Normative data and factorial and external evidence of convergent and discriminant

validity for the scales are also presented.

Two dominant dimensions consistently emerge in studies of
affective structure, both in the United States and in a number
of other cultures. They appear as the first two factors in factor
analyses of self-rated mood and as the first two dimensions in
multidimensional scalings of facial expressions or mood terms
(Diener, Larsen, Levine, & Emmons, 1985; Russell, 1980,
1983; Stone, 1981; Watson, Clark, & Tellegen, 1984; Zevon &
Tellegen, 1982).

Watson and Tellegen (1985) have summarized the relevant
evidence and presented a basic, consensual two-factor model.
Whereas some investigators work with the unrotated dimen-
sions (typically labeled pleasantness-unpleasantness and
arousal), the varimax-rotated factors—usually called Positive
Affect and Negative Affect—have been used more extensively in
the self-report mood literature; they are the focus of this article.
Although the terms Positive Affect and Negative Affect might
suggest that these two mood factors are opposites (that is,
strongly negatively correlated), they have in fact emerged as
highly distinctive dimensions that can be meaningfully repre-
sented as orthogonal dimensions in factor analytic studies of
affect.

Briefly, Positive Affect (PA) reflects the extent to which a per-
son feels enthusiastic, active, and alert. High PA is a state of
high energy, full concentration, and pleasurable engagement,
whereas low PA is characterized by sadness and lethargy. In con-
trast, Negative Affect (NA) is a general dimension of subjective
distress and unpleasurable engagement that subsumes a variety
of aversive mood states, including anger, contempt, disgust,
guilt, fear, and nervousness, with low NA being a state of calm-

We wish to thank Lisa Binz, Sondra Brumbelow, Richard Cole, Mary

Dieffenwierth, Robert Folger, Jay Leeka, Curt Mclntyre, James Pen-

nebaker, and Karen Schneider for their help in collecting the data re-

ported in this article.

Correspondence should be addressed to David Watson, Department

of Psychology, Southern Methodist University, Dallas, Texas, 75275.

ness and serenity. These two factors represent affective state di-
mensions, but Tellegen (1985; see also Watson & Clark, 1984)
has demonstrated that they are related to corresponding affec-
tive trait dimensions of positive and negative emotionality (indi-
vidual differences in positive and negative emotional reactivity).
Trait PA and NA roughly correspond to the dominant personal-
ity factors of extraversion and anxiety/neuroticism, respectively
(Tellegen, 1985; Watson & Clark, 1984). Drawing on these and
other findings, Tellegen has linked trait NA and PA, respectively,
to psychobiological and psychodynamic constructs of sensitiv-
ity to signals of reward and punishment. He has also suggested
that low PA and high NA (both state and trait) are major distin-
guishing features of depression and anxiety, respectively (Tel-
legen, 1985; see also Hall, 1977).

Numerous PA and NA scales have been developed and stud-
ied in a variety of research areas. Generally speaking, the find-
ings from these studies indicate that the two mood factors relate
to different classes of variables. NA—but not PA—is related to
self-reported stress and (poor) coping (Clark & Watson, 1986;
Kanner, Coyne, Schaefer, & Lazarus, 1981; Wills, 1986), health
complaints (Beiser, 1974;Bradburn, 1969; Tessler & Mechanic,
1978; Watson & Pennebaker, in press), and frequency of un-
pleasant events (Stone, 1981; Warr, Barter, & Brownbridge,
1983). In contrast, PA—but not NA—is related to social activ-
ity and satisfaction and to the frequency of pleasant events
(Beiser, 1974; Bradburn, 1969; Clark & Watson, 1986, 1988;
Watson, 1988).

Anomalous and inconsistent findings have also been re-
ported, however. For example, whereas most studies have found
these NA and PA scales to have low or nonsignificant corre-
lations with one another (e.g., Clark & Watson, 1986, 1988;
Harding, 1982; Moriwaki, 1974; Warr, 1978; Wills, 1986), oth-
ers have found them to be substantially related (Brenner, 1975;
Diener & Emmons, 1984; Kammann, Christie, Irwin, &
Dixon, 1979). There are many possible explanations for such
inconsistencies (e.g., see Diener & Emmons, 1984), but one that
must be considered concerns the various scales themselves. It

1063
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may be, for example, that some scales are simply better, purer

measures of the underlying factors than are others. Watson (in

press) reported evidence supporting this idea. He found that

some scale pairs (such as those used by Diener and his associates

in a number of studies; e.g., Diener & Emmons, 1984; Diener &

Iran-Nejad, 1986; Diener et al., 1985) yield consistently higher

NA-PA correlations than do others (such as our own scales, to

be described shortly).

More generally, one must question the reliability and validity

of many of these measures. Some mood scales have been devel-

oped through factor analysis (e.g., Stone, 1981), but others have

been constructed on a purely ad hoc basis with no supporting

reliability or validity data (e.g., McAdams & Constantian,

1983). Watson (in press) analyzed the psychometric properties

of several popular measures and found many of them to be

wanting, at least for use in student populations. For example,

Bradburn's (1969) widely used NA and PA scales were unreli-

able (coefficient a = .52 for NA, .54 for PA) and only moder-

ately related to other measures of the same factor (for NA, the

convergent correlations ranged from .39 to .52; for PA, they

ranged from .41 to .53). The short PA and NA scales used by

Stone and his colleagues (Hedges, Jandorf, & Stone, 1985;

Stone, 1987; Stone, Hedges, Neale, & Satin, 1985) were also

unreliable (in two samples, the NA scale had coefficient as of

.48 and .52, whereas the PA scale had corresponding values of

.64 and .70).

Clearly there is a need for reliable and valid PA and NA scales

that are also brief and easy to administer. In this article we de-

scribe the development of such scales, the 10-item NA and PA

scales that comprise the Positive and Negative Affect Schedule

(PANAS), and present reliability and validity evidence to sup-

port their use.

Development of the PANAS Scales

Much of our previous mood research has been concerned

with identifying these dominant dimensions of affect and clari-

fying their nature (Clark & Watson, 1986,1988;Tellegen, 1985;

Watson, in press; Watson & Clark, 1984; Watson et al., 1984;

Watson & Tellegen, 1985; Zevon & Tellegen, 1982). To have a

broad and representative sample of mood descriptors, we have

used questionnaires that contained a large number (57-65) of

mood terms. Once the basic NA and PA factors were clearly

identified, however, we wanted to measure them more simply

and economically. We therefore turned our attention to the de-

velopment of brief PA and NA scales.

Our greatest concern was to select terms that were relatively

pure markers of either PA or NA; that is, terms that had a sub-

stantial loading on one factor but a near-zero loading on the

other. As a starting point, we used the 60 terms included in the

factor analyses reported by Zevon and Tellegen (1982). This

sample of descriptors was constructed by selecting three terms

from each of 20 content categories; for example, the terms

guilty, ashamed, and blameworthy comprise the guilty category

(see Zevon & Tellegen, 1982, Table 1). The categories were iden-

tified through a principal-components analysis of content sort-

ings of a large sample of descriptors and provide a comprehen-

sive sample of the affective lexicon.

From this list we selected those terms that had an average

loading of .40 or greater on the relevant factor across both the

R- and P-analyses reported in Zevon & Tellegen (1982). Twenty

PA markers and 30 NA markers met this initial criterion. How-

ever, as noted previously, we were also concerned that the terms

not have strong secondary loadings on the other factor. We

therefore specified that a term could not have a secondary load-

ing of |.25| or greater in either analysis. This reduced the pool

of candidate descriptors to 12 for PA and 25 for NA.

Preliminary reliability analyses convinced us that 10 terms

were sufficient for the PANAS PA scale; we therefore dropped 2

terms (delightedand healthy) that had relatively high secondary

loadings on NA. This yielded the final list of 10 descriptors for

the PA scale: attentive, interested, alert, excited, enthusiastic,

inspired, proud, determined, strong and active.

The 25 NA candidate terms included all 3 terms from seven

of the content categories (distressed, angry, contempt, revul-

sion, fearful, guilty, and jittery) and 2 from each of two others

(rejected and angry at self). Because we wanted to tap a broad

range of content, we constructed a preliminary 14-item scale

that included 2 terms from each of the seven complete triads.

We found, however, that the contempt and revulsion terms did

not significantly enhance the reliability and validity of the scale.

Moreover, these terms were less salient to our subjects and were

occasionally left unanswered. We therefore settled on a final 10-

item version that consisted of 2 terms from each of the other five

triads: distressed, upset (distressed); hostile, irritable (angry);

scared, afraid (fearful); ashamed, guilty (guilty); and nervous,

jittery (jittery). The final version of PANAS is given in the Ap-

pendix.

Reliability and Validity of the PANAS Scales

Subjects and Measures

The basic psychometric data were gathered primarily from

undergraduates enrolled in various psychology courses at

Southern Methodist University (SMU), a private southwestern

university. The students participated in return for extra course

credit. In addition, groups of SMU employees completed ques-

tionnaires asking how they felt "during the past few weeks"

(« = 164) and "during the past few days" (n - 50). A sample of

53 adults not affiliated with SMU also filled out a mood form

with "today" time instructions. Preliminary analyses revealed

no systematic differences between student and nonstudent re-

sponses, and they have been combined in all analyses. Neverthe-

less, because most of our data were collected from college stu-

dents, it is important to establish that the PANAS scales also

work reasonably well in adult and clinical samples. We briefly

address this issue in a later section.

The mood questionnaire consisted of a single page with the

60 Zevon and Tellegen (1982) descriptors arrayed in various

orders. The subjects were asked to rate on a 5-point scale the

extent to which they had experienced each mood state during

a specified time frame. The points of the scale were labeled very

slightly or not at all, a little, moderately, quite a bit, and very

much, respectively. The PANAS terms were randomly distrib-

uted throughout the questionnaire. It is important to note that

we have since used the 20 PANAS descriptors without these ad-

ditional terms and obtained essentially identical results (Clark

& Watson, 1986; Watson, 1988).

We obtained ratings with seven different temporal instruc-
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Table 1

Positive and Negative Affect Schedule (PANAS) Scale Means

and Standard Deviations/or Each Rated Time Frame

PANAS PA

Time
instructions

Moment
Today
Past few days
Past few weeks
Year

General

Scale

n

660
657

1,002
586
649
663

M

29.7
29.1
33.3
32.0
36.2
35.0

SD

7.9
8.3
7.2
7.0
6.3
6.4

PANAS NA
Scale

M

14.8
16.3
17.4
19.5
22.1
18.1

SD

5.4
6.4
6.2
7.0
6.4
5.9

Note. PA = Positive Affect. NA = Negative Affect.

tions. Subjects were asked to rate how they felt (a) "right now

(that is, at the present moment)" (moment instructions); (b)

"today" (today); (c) "during the past few days" (past few days);

(d) "during the past week" (week); (e) "during the past few

weeks" (past few weeks); (f) "during the past year" (year); and

(g) "in general, that is, on the average" (general). For six of these

time frames, we collected data on large samples to be used for

normative, internal consistency, and factor analyses. The ns are

660 (moment), 657 (today), 1,002 (past few days), 586 (past few

weeks), 649 (year), and 663 (general). These samples are largely

but not completely independent: Some subjects completed

mood forms involving two or more different temporal instruc-

tions; such multiple ratings were always spaced at least 1 week

apart. In addition, a subset of these subjects (n = 101) com-

pleted ratings on all seven time frames on two different occa-

sions, providing retest data.

Normative and Reliability Data

Basic scale data. Table 1 presents basic descriptive data on

the PANAS PA and NA scales for the various time instructions.

Given the large sample sizes, these provide reasonably good col-

lege student norms. In our data, we have not found any large or

consistent sex differences, so the data are collapsed across sex.

Nevertheless, it seems advisable to test for sex differences in any

new (especially nonstudent) sample.

Inspecting Table 1, one sees that subjects report more PA

than NA, regardless of the time frame. Moreover, mean scores

on both scales tend to increase as the rated time frame length-

ens. This pattern is expectable: As the rated time period in-

creases, the probability that a subject will have experienced a

significant amount of a given affect also increases.

The PANAS scale intercorrelations and internal consistency

reliabilities (Cronbach's coefficient a) are reported in Table 2.

The alpha reliabilities are all acceptably high, ranging from .86

to .90 for PA and from .84 to .87 for NA. The reliability of the

scales is clearly unaffected by the time instructions used.

The correlation between the NA and PA scales is invariably

low, ranging from -.12 to -.23; thus, the two scales share ap-

proximately 1 % to 5% of their variance. These discriminant val-

ues indicate quasi-independence, an attractive feature for many

purposes, and are substantially lower than those of many other

short PA and NA scales (see Watson, in press). Interestingly,

our PA-NA correlation was unaffected by the rated time frame,

whereas Diener and Emmons (1984) found that the correlation

between their PA and NA scales decreased as the rated time

frame lengthened. However, this discrepancy is beyond the

scope of our article; see Watson (in press) for a detailed discus-

sion of the effects of different temporal instructions on various

mood scales.

Tesl-retest reliability. As noted previously, 101 SMU under-

graduates filled out PANAS ratings for each of the seven time

frames on two different occasions. The mood ratings were col-

lected at weekly intervals. The first set of ratings was collected

during Weeks 1-7 of the fall 1986 semester in the following or-

der: year, past few days, today, past few weeks, general, moment,

and week. Then, following a 1-week break, the PANAS scales

were readministered during Weeks 9-15 in the same sequence.

Thus, each scale was retested after an 8-week interval.

These reliability data are shown in Table 3. The NA and PA

stability values were first compared at each rated time frame

and no significant differences were found (p > .05, 2-tailed t

test). Multiple comparisons were then made across the time

frames for each affect separately (p < .002, Bonferroni cor-

rected for 21 comparisons). Not surprisingly, the retest stability

tends to increase as the rated time frame lengthens. Ratings of

longer time periods, such as how one has felt during the past

few weeks or the past year, are implicit aggregations. In a sense,

subjects average their responses over a longer time frame and

hence over more occasions. Thus, these data replicate the fre-

quent finding that stability rises with increasing temporal ag-

gregation (e.g., Diener & Larsen, 1984; Epstein, 1979). The sta-

bility coefficients of the general ratings are high enough to sug-

gest that they may in fact be used as trait measures of affect.

It is also noteworthy that the PANAS scales exhibit a signifi-

cant level of stability in every time frame, even in the moment

ratings. These results are also consistent with earlier findings

(e.g., Watson & Clark, 1984, Table 8) and reflect the strong dis-

positional component of affect. That is, even momentary

moods are, to a certain extent, reflections of one's general

affective level (Costa & McCrae, 1980; Watson & Clark, 1984).

Generatizability to nonstudent samples. Our largest nonstu-

dent sample consisted of 164 SMU employees who rated how

they had felt during the past few weeks. A separate analysis of

this sample yielded results comparable with the values listed in

Table 2

Internal Consistency Reliabilities (Coefficient A Ipha)

and Scale Intercorrelations

Alpha reliabilities

Time
instructions

Moment
Today
Past few days
Past few weeks
Year
General

n

660
657

1,002
586
649
663

PANAS PA
scale

.89

.90

.88

.87

.86

.88

PANAS NA
scale

.85

.87

.85

.87

.84

.87

PA-NA
intercor-
relation

-.15
-.12
-.22
-.22

-.23
-.17

Note. PANAS = Positive and Negative Affect Schedule. PA = Positive
Affect. NA = Negative Affect.
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Table 3

Test-Retesl Reliabilities of the Positive and Negative

Affect Schedule (PANAS) Scales (S- Week Relest Interval)

Time
instructions

Moment
Today
Past few days
Past week
Past few weeks
Year

General

PANAS PA
scale

.54*

.47"
.48"
.47'
.58"
.63'"

.68'

PANAS NA
scale

.45"

.39"

.42"

.47"

.48"

.60""

.71'

Note. n= 101. Coefficients not sharing the same superscript are differ-
ent at p < .05 (two-tailed, Bonferroni corrected for multiple compari-
sons). PA = Positive Affect. NA = Negative Affect. Significance tests are
computed separately for each scale. See text for further details.

Table 2. Specifically, the alpha reliabilities of the PANAS PA
and NA scales were .86 and .87, respectively, and the correlation
between the scales was —.09. Given these data, we believe that
the PANAS scales will provide useful information in adult sam-
ples as well, although further data are desirable to establish this
fully.

We have also collected data on a small (« = 61) psychiatric
inpatient sample using the general instructions. Again, the PA-
NAS scales were reliable (for PA, a = .85; for NA, a = .91) and
only moderately intercorrelated with one another (r = —.27).
Given the small sample size, these data cannot be considered
definitive, but they are encouraging and suggest that the PANAS
scales retain their reliability and quasi-independence in clinical
samples. In addition, all but four of the patients retook the mea-
sure after a 1-week interval, and the resulting stability analyses
yielded high test-retest reliabilities: .81 for NA and .79 for PA.
Finally, consistent with previous studies (Watson & Clark,
1984), we found significant group differences for NA, with the
patients considerably higher (M = 26.6) and more variable
(SD = 9.2) than the normative group (M = 18.1, SD = 5.9; see
Table 1). The corresponding differences for PA (patient group
M = 32.5, SD = 7.5; normative group M = 35.0, SD = 6.4)
were also statistically significant because of the very large n of
the normative sample, but it would be premature to accept a
mean scale difference of 2.5 points as clinically meaningful
without further study.

Factorial Validity

Scale validity. An important step in evaluating the PANAS

scales is to demonstrate that they adequately capture the under-

lying mood factors. To do this, we subjected ratings on the 60

Zevon and Tellegen (1982) mood descriptors in each of the six

large data sets to a principal factor analysis with squared multi-

ple correlations as the communality estimates. Two dominant

factors emerged in each solution. Together, they accounted for

roughly two thirds of the common variance, ranging from

62.8% in the moment solution to 68.7% in the general ratings.

The first two factors in each solution were then rotated to or-

thogonal simple structure according to the varimax criterion.

Each of the six solutions generated two sets of factor scoring

weights that can be used to compute regression estimates of the

underlying PA and NA factors in those data. Within each data

set, we then correlated these estimated factor scores with the

PANAS PA and NA scales. The results, shown in Table 4, dem-

onstrate the expected convergent/discriminant pattern: Both

PANAS scales are very highly correlated with their correspond-

ing regression-based factor scores in each solution, with conver-

gent correlations ranging from .89 to .95, whereas the discrimi-

nant correlations are quite low, ranging from —.02 to —. 18.

Item validity. It is also important to demonstrate the factorial

validity of the individual PANAS items. To do this, we factored

subjects' ratings on the 20 PANAS descriptors in each of the

six data sets; as before, we used a principal factor analysis with

squared multiple correlations as the initial communality esti-

mates. Because the PANAS terms were selected to be relatively

pure factor markers, it is not surprising that two dimensions

accounted for virtually all of the common variance in these so-

lutions (ranging from 87.4% in the moment data to 96.1 % in

the general ratings).

Median varimax loadings for the PANAS terms on these two

factors are presented in Table 5. All of the descriptors have

strong primary loadings (.50 and above) on the appropriate fac-

tor, and the secondary loadings are all acceptably low. Thus, all

of the PANAS items are good markers of their corresponding

factors.

Rating scale effects. The data shown in Tables 1 through 5

are all based on the same 5-point rating scale. Because the sub-

jects were instructed to rate the extent to which they experi-

enced each mood state, this may be termed an extent format. It

seems reasonable to ask, however, whether different response

formats might yield different results. Warr et al. (1983) have

presented data indicating that the correlation between PA and

NA scales varies according to the response scale used. Specifi-

cally, their PA and NA scales were highly correlated when they

used a frequency-type format in which subjects rated the pro-

portion of time they had experienced each mood state during a

specified time period.

To test the effect of rating format, we collected ratings on 54

mood terms in two different student samples, both using past

few weeks time instructions. In the first sample, 413 subjects

rated their mood using the usual extent rating format. In the

second, 338 students rated themselves on a 4-point frequency

Table 4

Correlations Between the Positive and Negative Affect Schedule

(PANAS) Scales and Scores of the First Two

Varimax Factors in Each Sample

PANAS PA scale

Time

instructions

Moment
Today

Past few days
Past few weeks
Year
General

correlations

n

660
657

1,002
586
649
663

Factor 1

-.02
-.02
-.15
-.10
-.17

-.08

Factor 2

.95

.95

.92

.92

.89

.94

PANAS NA scale
correlations

Factor 1

.91

.93

.93

.92

.93

.93

Factor 2

-.15
-.11
-.10
-.18

-.09
-.12

Note. Factor analyses are based on the set of 60 mood terms reported
in Zevon & Tellegen (1982). PA = Positive Affect. NA = Negative Affect.
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Table 5

Median Varimax-Rotated Factor Loadings of the Positive

and Negative Affect Schedule (PANAS)

Descriptors Across the Six Solutions

PANAS
descriptor

Enthusiastic
Interested
Determined
Excited
Inspired
Alert
Active
Strong
Proud
Attentive
Scared
Afraid
Upset
Distressed
Jittery
Nervous
Ashamed
Guilty
Irritable
Hostile

Positive
Affect

.75

.73

.70

.68

.67

.63

.61

.60

.57

.52

.01

.01
-.12
-.16

.00
-.04
-.12
-.06
-.14
-.07

Loading on

Negative
Affect

-.12
-.07
-.01

.00
-.02
-.10
-.07
-.15
-.10
-.05

.74

.70

.67

.67

.60

.60

.59

.55

.55

.52

format (the options were little or none of the time, some of the

time, a good part of the time, and most of the lime).

In addition to the PANAS terms, the mood descriptors used

in these samples allowed us to compare the factorial validity of

our scales with those of other investigators. In both samples, we

were able to measure the brief NA and PA scales developed by

Diener and Emmons (1984, Studies 3 through 5; see also Diener

& Iran-Nejad, 1986; Diener & Larsen, 1984; Diener et al.,

1985), Stone and his associates (Hedges et al., 1985; Stone,

1987; Stone et al, 1985), and McAdams and Constantian

(1983). Further, in the extent sample, 301 subjects rated them-

selves on Bradburn's (1969) widely used NA and PA scales;

these were replaced by Warr et al.'s (1983) revised measures in

the frequency sample.

The ratings in each sample were subjected to separate princi-

pal factor analyses with squared multiple correlations in the di-

agonal (these analyses are reported in detail in Watson, in

press). Two large factors emerged in each solution, accounting

for 75.4% and 73.3% of the common variance in the extent and

frequency data, respectively. The first two factors in each solu-

tion were therefore rotated using varimax.

Table 6 presents correlations between the various mood

scales and regression estimates of these factors. Considering first

the PANAS scales, Table 6 demonstrates that they have excel-

lent factorial validity even when a frequency response format is

used: In both samples the convergent correlations are above .90

and the discriminant coefficients are all low. Thus, while we

prefer an extent-type rating scale, other response formats can

be used without diminishing the factorial validity of the scales.

Table 6 also demonstrates that the PANAS scales compare

favorably with other brief affect measures. With the exception

of the Bradburn scales, all of the mood scales have good conver-

gent correlations (i.e., .76 to .92) with the appropriate factor,

but none are higher than the corresponding values for the PA-

NAS scales. Thus, in terms of convergent validity, most of these

scales are reasonable approximations of the underlying factors,

although some are clearly more precise representations than

others. The discriminant correlations vary widely, however, es-

pecially in the frequency-format data, where many of the co-

efficients exceed -.30; across both samples, only the PANAS

scales have discriminant correlations consistently under —.20.

Overall, the PANAS scales offer the clearest convergent/dis-

criminant pattern of any pair.

In summary, the PANAS scales provide reliable, precise, and

largely independent measures of Positive Affect and Negative

Affect, regardless of the subject population studied or the time

frame and response format used.

External Validity

Correlations with measures oj distress and psychopathology.

It is also interesting to examine correlations between the PA-

NAS scales and measures of related constructs, such as state

anxiety, depression, and general psychological distress (for an

extended discussion of how Positive and Negative Affect relate

to anxiety, depression, and general psychological dysfunction,

see Tellegen, 1985; Watson & Clark, 1984). We have used the

PANAS scales in conjunction with a number of other com-

monly used measures and report here on three of them: the

Hopkins Symptom Checklist (HSCL; Derogatis, Lipman, Rick-

Table 6

Correlations Between Various Positive Affect (PA) and Negative

Affect (NA) Mood Scales and the Factor Scores From the

Extent- and Frequency-Format Data

Extent format

Mood scale

Positive Affect scales
PANAS
Diener & Emmons ( 1 984)
McAdams & Constantian

(1983)
Stone, Hedges, Neale, &

Satin (1985)
Warr, Barter, &

Brownbridge(I983)
Bradburn (1969)

Negative Affect scales
PANAS
Diener & Emmons (1984)
McAdams & Constantian

(1983)
Stone, Hedges, Neale, &

Satin (1985)
Warr, Barter, &

Brownbridge(1983)
Bradburn (1969)

Factor
1

.92

.89

.90

.88

—.50

-.08
-.21

-.20

.06

—
-.21

Factor
2

-.08
-.22

-.19

-.04

—-.18

.94

.92

.81

.84

—
.51

Frequency
format

Factor
1

.92

.87

.86

.81

.81

—

-.16
-.35

-.43

-.11

-.32

—

Factor
2

-.12
-.36

-.31

-.20

-.30

—

.91

.89

.76

.81

.79
—

Note. «s with the extent-format factors ranged from 301 to 413. ns with
the frequency-format factors ranged from 336 to 338. PANAS = Posi-
tive and Negative Affect Schedule.
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Table 7

Correlations Between the Positive and Negative Affect

Schedule (PANAS) Scales and the Hopkins Symptom

Checklist (HSCL), Beck Depression Inventory (BDI),

and STAI State Anxiety Scale (A -State)

Measure and PANAS
time instructions

HSCL
Past few weeks

Today1

BDI
Past few days
Past few weeks

A-State
Past few weeks

Correlations with

n

398
53

880
208

203

PANAS NA

.74

.65

.56

.58

.51

PANAS PA

-.19
-.29

-.35
-.36

-.35

Note. Unless otherwise noted, subjects are college students. PA - Posi-
tive Affect. NA = Negative Affect.
" Normal adult sample.

els, Uhlenhuth, & Covi, 1974), the Beck Depression Inventory

(BDI; Beck, Ward, Mendelson, Mock, & Erbaugh, 1961), and

the State-Trait Anxiety Inventory State Anxiety Scale (A-State;

Spielberger, Gorsuch, & Lushene, 1970).

The HSCL (Derogatis et al., 1974) is a measure of general

distress and dysfunction. Subjects rate the extent to which they

have experienced each of 58 symptoms or problems during the

past week. The HSCL and a subsequent 90-item version, the

SCL-90 (Derogatis, Rickels, & Rock, 1976), have been used fre-

quently as measures of clinical symptomatology in both normal

and clinical populations (e.g., Gotlib, 1984;Kanneretal., 1981;

Rickels, Lipman, Garcia, & Fisher, 1972). Although the HSCL

and SCL-90 each contain several subscales, analyses have re-

peatedly shown that both instruments reflect a large general dis-

tress factor (e.g., Dinning & Evans, 1977; Gotlib, 1984).

The BDI (Beck et al., 1961) is a 21-item self-report measure

of depressive symptomatology. Subjects rate whether they have

experienced each symptom during the past few days. The BDI

is commonly used to assess mild to moderate levels of depres-

sion, and studies have generally supported its validity in this

context (e.g., Bumberry, Oliver, & McClure, 1978; Coyne &

Gotlib, 1983; Hammen, 1980).

The A-State (Spielberger et al., 1970) is a 20-item scale that

asks subjects to rate their current affect. Researchers have used

the A-State to study subjects' responses to a variety of stressful

and aversive events, including surgery, shock, pain, failure, criti-

cism, interviews, and exams (see Watson & Clark, 1984).

Correlations between the PANAS scales and the HSCL, BDI,

and A-State are presented in Table 7. Looking first at the HSCL,

Table 7 indicates that it is largely a measure of NA, although it

also shows modest (negative) correlations with PA. In fact, the

correlations between the HSCL and the PANAS NA scale are

high enough to suggest that the two measures are roughly inter-

changeable, at least in normal populations. Insofar as this is the

case, the PANAS NA scale seems to offer a shorter (10 vs. 58

items), simpler, and conceptually more straightforward mea-

sure of general psychological distress.

The BDI is also substantially correlated with the PANAS NA

scale, but the coefficients are not so high as to indicate inter-

changeability. In addition, the BDI has significant (negative)

correlations with PA, consistent with previous findings that de-

pressive symptomatology is affectively complex (Tellegen, 1985;

Watson & Clark, 1984; Watson, Clark, & Carey, in press). That

is, it involves the lack of pleasurable experiences (low PA) in

addition to anger, guilt, apprehension, and genera.1 psychologi-

cal distress (high NA). The PANAS scales offer the advantage

of providing reliable and independent measures of these two

affective components. Researchers interested in studying de-

pressed affect might therefore want to use the PANAS scales as

a complement to more traditional depression measures.

The A-State is also a mixture of high NA and low PA, repli-

cating the results of Watson and Clark (1984, Table 4) using

NA and PA factor scores. An inspection of the A-State's items

indicates why this is the case. Many of the items tap mood states

traditionally associated with anxiety (e.g., feeling tense, upset,

worried, anxious, nervous, jittery, and highstrung) or its absence

(e.g., feeling calm, relaxed, and content), and such items will

produce a substantial correlation with the PANAS NA scale.

Other (reverse-keyed) items, however, reflect pleasant or high

PA states (e.g., feeling joyful, pleasant, self-confident, and

rested) that account for the A-State's significant correlation

with PA. The A-State has repeatedly demonstrated its useful-

ness as a sensitive measure of unpleasant mood states; but, as

with the BDI, the PANAS scales offer the advantage of assessing

these two affective components separately.

Intraindividual analyses ofnontest correlates.1 When used

with short-term time frame instructions (i.e., moment or to-

day), the PANAS scales are sensitive to changing internal or ex-

ternal circumstances. We have used the PANAS scales in three

large scale within-subjects investigations that illustrate their

usefulness in studying qualitatively distinctive intraindividual

mood fluctuations. In the first (Watson, 1988), 80 subjects com-

pleted a PANAS questionnaire each evening for 5-7 weeks, us-

ing today time instructions. At each assessment the subjects also

estimated their social activity (number of hours spent with

friends that day) and rated the level of stress they had experi-

enced. A total of 3,554 measurements were collected (M = 44.4

per subject). As hypothesized, within-subject variations in per-

ceived stress were strongly correlated with fluctuations in NA

but not in PA. Also, as expected, social activity was more highly

related to PA than to NA.

The other two studies were primarily concerned with diurnal

variation in mood. Clark and Watson (1986) had 123 subjects

fill out a PANAS form every 3 waking hours for a week using

moment time instructions. Subjects also rated their current

stress and noted whether they had been interacting socially

within the past hour. A total of 5,476 assessments were collected

(M = 44.9 per subject). Leeka (1987) replicated this design with

an additional 73 subjects (a total of 3,206 measurements; M -

43.9 per subject). In both studies, perceived stress was again

consistently correlated with intraindividual fluctuations in NA

but not in PA. And, as before, social interaction was more

strongly related to PA than to NA.

PA also showed a strong time-of-day effect in both studies.

Specifically, PA scores tended to rise throughout the morning,

1 The data reported in Watson (1988) and Clark and Watson (1986)

are based on PA and NA factor scores. We have reanalyzed these data

using the PANAS scales and have obtained virtually identical results.
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remain steady during the rest of the day, and then decline again

during the evening. However, NA did not exhibit a significant

diurnal pattern in either sample.

Conclusion

We have presented information regarding the development of

brief scales to measure the two primary dimensions of mood—

Positive and Negative Affect. Whereas existing scales are unreli-

able, have poor convergent or discriminant properties, or are

cumbersome in length, these 10-item scales are internally con-

sistent and have excellent convergent and discriminant corre-

lations with lengthier measures of the underlying mood factors.

They also demonstrate appropriate stability over a 2-month

time period. When used with short-term instructions (e.g., right

now or today), they are sensitive to fluctuations in mood,

whereas they exhibit traitlike stability when longer-term in-

structions are used (e.g., past year or general). The scales corre-

late at predicted levels with measures of related constructs and

show the same pattern of relations with external variables that

have been seen in other studies. For example, the PA scale (but

not the NA scale) is related to social activity and shows signifi-

cant diurnal variation, whereas the NA scale (but not the PA

scale) is significantly related to perceived stress and shows no

circadian pattern.

Thus, we offer the Positive and Negative Affect Schedule as

a reliable, valid, and efficient means for measuring these two

important dimensions of mood.
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Appendix

The PANAS

This scale consists of a number of words that describe different feelings and emotions. Read each item and then mark

the appropriate answer in the space next to that word. Indicate to what extent [INSERT APPROPRIATE TIME

INSTRUCTIONS HERE]. Use the following scale to record your answers.

very slightly

or not at all

2

a little moderately

4

quite a bit extremely

_ interested

_ distressed

_ excited

.upset

. strong

-guilty

_ scared

_ hostile

_ enthusiastic

_ proud

We have used PANAS with the following time instructions:

Moment (you feel this way right now, that is, at the present moment)

Today (you have felt this way today)

Past few days (you have felt this way during the past few days)

Week (you have felt this way during the past week)

Past few weeks (you have felt this way during the past few weeks)

Year

General

_ irritable

_ alert

_ ashamed

_ inspired

_ nervous

_ determined

_ attentive

-jittery

_ active

_ afraid

(you have felt this way during the past year)

(you generally feel this way, that is, how you feel on the average)

Received May 10, 1987

Revision received September 14, 1987

Accepted November 11, 1987




