7 What! s It Mean for a Computer to “Have” Emotions?
Rosalind W. Picard '

There is a lot of talk about giving machines emotions, some of
it fluff. Recently at a large technical meeting, a researcher stood up
and ‘tatked of how a Barney stuffed animal (the purple dinosaur for
kids) “has emotions.” He did not define what he meant by this, but
after repeating it several times, it became apparent that children
attributed emoticns to Barney, and that Barney-had deliberately i
expressive behaviors that would encourage the kids to think Bar- !
ney had emoctions. But kids have attributed emotions to dolls and
stuffed animals for as long as we know; and most of my technical
colleagues would agree that such toys have never had and still do 7
. not have emotions, What is different now that prompts a researcher
) to make such a claim? Is the computational plush an examyple of & i
computer that really does have emotions? ‘ |
If not Barney, then what would be an example of a computa-
tional system that has emotions? I am not a philosopher, and this
paper will not be a discussion of the meaning of this question in
any philoscophical sense. However, as an engineer I am interested
in what capabilities I would require a machine to have before I
would say that it “has emotions,” if that is even possible.
Theorists still grapple with the problem of defining emotion, ‘

after many decades of discussion, and no clean definition looks
likely to emerge. Even without a precisé definition, one can still
begin to say concrete things about certain compbnents of emotion,
at least based on what is known about human and animal emao-
Homns. Of course, much is still unknown about human emctions, so
we are nowhere near being able to model them, much less dupli- ‘
cate all their functions in machines. Also, all scientific findings are “
subject to revision—history has certainly taught us humility, that j
what scientists believed to be true at cne point has often bees ‘
changed at a later date. - ‘ . |

I wish to begin by mentoning four motivations for giving
machines certain emotional abilities (and there are more). One goal
is to build robots and synthetic characters that can emulate living
humans and animals——for example, to build a humanoid robot. A
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second goal is to make machines that are intelligent, even though it
is also impossible to find a widely accepted definition of machine
intelligence. A third goal is to try to understand human emotions
by modeling them. Although I find these three goals intriguirg,
my main focus is on a fourth: making machines less fustrating to
interact with. Toward this goal, my research assistants and I have
begun to develop computers that can identify and recognize situa-
tions that frustrate the user, perceiving not only the user’s behavior
and expressions, but also what the system was doing at the time.
Such signs of frustration can then be associated with potential
causes for which the machine might be responsible or able to help,
and the machine can then try to learn how to. adjust its behavior to
kelp reduce frustration. It may be as simple as the computer notic-
ing that lots of fancy “smart” features are irritating to the user, and
offering the user a way to remove all of them. Or, it may be that
the computer’s sensitive acknowledgment of and adaptation to
user frustration simply leads to more productive and pleasing
interactions. One of the key ideas is that the system could associate
expressions of users, such as pleasure and displeasure, with its
own behavior, as a kind of reward and punishment. In this age of
adaptive, learning computer systems, such feedback happens to be
easy and natural for users to provide.

Picard: One of the things that is controversial with respect to agents
is if they should show empathy to people. This is sort of strange, a

" computer saying “That feels pretty bad, and I am sorry to hear that

vou had, such a bad experience,” when a computer has no feelings.
You would think this would just upset people. In fact, Reeves and
Nass® found the same surprises in their studies out in Stanford.
They tested their system with Stanford students who know that the
machine does not have emations. '

Ster: Do you think people could pessibly be thinking, well, the
person who wrote this program has empathy?

Picard: This is ome of the key factors that Reeves and Nass talk
about and that we all address: Do they attribute any expression of
feelings to the designer of the software? And if so, then the com-
puter should not be saying “I.” “my,” ‘“me,” or whatever, it should
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be saying “the makers of the software.” And they ran experiments
investigating that, tog. They have concluded that it's the machine.
Even though people know better, they act as if it’s the machine and
not the maker of the machine.

Ellioft: One of our experiences is similar, and I would say that to
the extent that there is complexity in the understanding, the feel-
ing of sincerity goes up. If you say ‘“Here is everything I know, it's
not much, but I do know this,” pecple seem to accept that, and to
the extent that there is more complexity in there and it feels like if
there is more understanding, they accept it even more. It does not
matter if you say it's not real; it’s a bit like flattery not being real,
and still ..,

Picard: That's interesting. Yes.

Elliott: Flattery wears off, when you get it two or three times in a
row, it’s like: ““Well, I heard this before.” But if the complexity is
there, it doesn’t seem to run off in the same way: I know it’s not
real, but you seem to understand quite a few things about how I
feel, and that satisfies me.” If it’s just “I am sorry, but I don’t know
why” instead of *l am sorty because I believe that you really

. wanted this thing, and you did not get it, and you are embarrassed

that you did not get it.”

Picard: This reminds me of the strategy I use with my two-year-old:
if he ies to do something, and I don’t like it and say ““no,” then he
says “why? H I give him a short explanation, he asks “why”
again, If I give another short explanation, ke says “why™ again, If
I give him a really long complex explanation, he gets bored and
forgets about it. He is training me in a sense.

Beliman: I guess I would want to see more experimentation about
the implicit people behind the artifacts, because I think we have
some inforrmation from our experiences that say that people,
even though they suspend disbelief, are actually very aware of
the authorship by ather human beings. And in fact, in our virtual
world studies, we often get users who come up to the author and

say: “I really enjoyed your robet. He is so great, he is so lovable,
you know!”

Elfiotz I think that is reflection after the fact, though.

Ball: But in these experiments, people kmow. There is no question
about misunderstanding this computer. It's just that they are still
affected.
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Eliott They are inherently engaged, and this satisfies this feeling of
empathy.
Sloman: We are biclogically programmed to respond to this kind
of behavior. If this behavior comes from a computer, we will still
respond.

_Ortony:  But we may at the same time also praise the author as we

praise the parent of a child. We have enjoyed an interaction, we
don’t attribute the behavior of the child to the interaction alome,
but we see, as Clark said, a sign of the parent in the child. Sa, we
say: I really liked your kid.”

Picard: But people do say: “Can't you control your child?”

Orony:  ‘Well, that's the other side.

Picard: Well, we are not going to be able to control, so to speak,
these agents at some point. I think this is a responsibility decision
to make as designers, while we are in control.

My first goal thus involves sensing and recognizing patterns
of emotional information—dynamic expressive spatiotemperal
forms that influence the face, voice, posture, and ways the person
moves—as well as sensing and reasoning about other situational
variables, such as if the person retyped the same word many times
and is now using negative language. All of this is what I refer to
in shorthand as “recognizing emotion,” although I should be clear
that it means the first sentence of this paragraph, and not that
a computer can know your innermost emotions, which involve
thoughts and feelings that no person besides you can sense. But
once a computer has recognized emotion, what should it do? Here
lies my second main goal: giving the computer the ability to adapt
to the emotional feedback in a way that does not further frustrate
the user. Although “having emotion” may help with the first
goal, I can imagine how to achieve the first goal without this abil-
ity. However, the second goal involves intricacies in regulating
and managing ongoing perceptual information, attention, decision
making, and learning. All of these functions in humans apparently
involve emotion. This does not mean that we could not possibiy
implement them in machines without emotion. At the same time,
it appears to be the case that all Living intelligent systems have
emoticn in some form, and that humans have the most sophis-
ticated emotion systems of all, as evinced not just by a greater
development of limbic and cortical structures, but also by greater

1.1
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facial musculature, a hairless face, and the use of artistic expres-
sion, including music, for expressing emotions beyond verbal
articulation.

Part of me would love to give a computer the ability to recognize
and deal with frustration as well as a person can, without giving it
emotions. I have no Jonging to make a computer into a companion;
T am quite content with it as a tool. However, it has become a very
complex adaptive tool that frustrates so many people that I think
it’s time to look at how it can do a better job of adapting to people.
1 think emotion will play a key role in this. Let’s look mare closely
at four components of emotion that people have, and how these
might or might not become a part of 2 machine.

Components of Emotion

Figure 7.1

I find it useful to identify at least four components when talking
about emotions in the context of what one mighkt want to try to
implement in machines (figure 7.1), Some of these compcnents
already exist in some computational systems. The components ars
{1) emotional appearance, (2} multiple levels of emotion genera-
tion, (3) emotional experience, and {4) (a large category of) mind-
body interactions. These four components are not intended to be
self-evident from their short names, nor are they intended to be
mutually exclusive or collectively exhaustive. Let me say what I
mean by each, and why all four are important to consider.

A computer that “has emotions,” i
the sense that a person does, will be
capable of:

1. Emotional appearance

2. Multilevel emotion generation
3. Emotional experience

4. Mind-body interactions
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Emotional appearance

W. Grey Walter's tortoise (1950) and
Braitenberg's vehicles (1984}

Disnéy characters

Magcintosh's smile

Barney, others..,

Wasoda Univ, WE-JR

Emotional Appearance
Barney the stuffed animal sometimes sounds as if he is happy.
Like a 3-D animated cartoon, he has expressions and behaviors
that were designed to commumicate certain emotions. “Emotional
appearance” includes behavior or expressions that give the ap-
pearance that the system has emotions (figure 7.2).

This component is the weakest of the four, in the sense that it

is the easiest of the four to produce, &t least at a superficial level.’

However, | include it because this quality is all that an outside
observer (nondesigner of the system, who cannot access or deci-
pher its inward functions] has at his or her disposal in order to
judge the emotional nature of the system. By and large, it is what
the crew in the film 2001: A Space Odyssey did not perceive about
the computer HAL unti] the end of the film, otherwise they might
have obtained earlier clues about HAL's increasingly harmful
emobonal state, which at the end of the film is illuminated when
HAL finally says, “I'm afraid, Dave, I'm afraid.” This component
is also the most commonly implemented in machines today—
primarily in agents and robots that display emotional behavicrs
in order to “look natural” or to “look believeble.” (Note: the fol-
lowing discussion occurred when the original slide had this com-
ponent labeled as “emotional behavior.”)

Ortony: I think emeotional behavier is not really interesting. Acting
is emotional behavior—it's all imitation and mimicry. The Mac’s
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smile is not emotional behavier, unless it is actually initiated by
and related to an emotion.

Picard: Actually, I could map these behaviors to your slide with the
emotional response tendencies (fgure 7.2).

Ortony:  Well, no, because they are acfua.lly in response to an emo-
tion, while the Mac’s smile isn’t in response to anything. It's just a
curvy line,

Ficard: No, no! It holds a response to an internal state that reads
as “satisfactory, good ...,” which I would not call an emotion, but
some people would say it gives rise to this feeling that universally
is recognized as “all is going well.”

Ortony: I you say “emotional behavior” related to “multilevel
emotion generation” [in figure 7.1], then I am perfectly kappy.
What I am not happy with is mimicry, acting, and all those other
things that are “as if”” and intended to pretend, My point is actu~
ally a causal connection between 2 and 1. These things are not
independent—+hat’s all I am saying.

Picard: I have never said that these things are independent. In fact,
I talked about the explicit interconnections between these!

Batl: The behavior is irrelevant. I don’t thirk it’s necessary to show
behaviors.

Picard: I am not saying that if you don't see emotional behavior,
there is no emotion.

Ortony: I understand that. It’s just the examples vou give of emo-
tional behavior that aren’t actually caused by 2, 3, and therefors
they are not examples of emoctional behavior, they are “as if”
bebaviors! That's all.

Picard;  And I am just talking about what they are received as, You
know, to an observer it may not make a difference.

Ortony: We are talking about what they are capable of, not how
they are interpreted.

Picard: T see your distinction. I think we could work it out as the
semantics of what we are talking about.

Ortony: No, no. We have to work it out with a causal model as
opposed to a set of causally unrelated independent things.

Picerd: Ok. What I would say is that 2 person who has emotions is
capable of emctional behavior.

Ortony: Yes, absolutely right.
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Because emotional appearance results largely from emotional

behavior, and because I include the making of facial, vocal, and -

other expressions as kinds of behavior, I have previously referred
to this component as emotional behavior. I am here changing my
two-word description because a couple colleagues at the Vienna
workshop argued that it was confusing; however, I am not chang-
ing what it refers to, which remains the emotional appecrance of
the system’s behavior.

Examples of systems with behaviors that appear to be emotional
include the tortoises of W. Gray Walter (1950) and Braitenberg’s
Vehicles (Braitenberg 1984}, When one of Braitenberg’s little vehi-
cles approached a light or backed rapidly away from it, observers
described the behavior as “liking lights” or as “acting afraid of
lights,” both of which involve emotional attribution, despite the
fact that the vehicles had no deliberately designed internal mecha-
nisms of emotion, Today there are a mumber of efforts to give cam-
puters facial expressicns; the Macintosh has been displaying a
smile at people for years, and there is a growing tendency to build
acimated agents and other synthetic characters and avatars that
would have emotional expressions. These expressive behaviors
may result in people saying the system is “happy” or otherwise,
because it appears that way.

I think all of us would agree that the examples just given do not
have internal feelings, and their behavior is not generated by emo-
tions in the same sense that human or animal behavior is. How-
ever, the boundary is quickly blurred: Contrast a machine like the
Apple Macintosh, which shows a smile because it is hardwired to
do that in a particular machine state, and a new *“emotional robot,”
which shows a smile (Johnstone 1999) because it has appraised its
present state as good and its present situation as one where smiling
can comrmunicate s-omethj__ug useful. The Mac’s expression signals
that the boot-up has succeeded and the machine is in a satisfactory
state for the user to proceed. However, most of us would not say
that the Mac is happy. More might say that the robot is happy. in a
rudimentary kind of way. But, if the robot’s happy facial expres-
sion were driven by a simple internal state labeled “satisfaction,”
then it would really be no different than the Mac’s display of a
smile. As the generation mechanisms become more complex and
adapted for many such states and expressions, then the argo-
ment that the expression or behavior really arase from an emotion
becomes more compelling. The more complex the system, and the
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higher the user’s expectations, the harder it also becomes for the
system’s designer to craft the appearance of natural, believable
emotions. Nonetheless, we should not let mere complexity fool us
into thinking emotions are there.

If a system really has emotions, then we expect to see those
emotions influence and give rise to behavior on many levels.
There are the obvicus expressions and other observable emotional
behaviors, like saying “Humph,” and turning abruptly away from
the speaker; however, emotions also modulate nonemotional
behaviors: The way you pick up a pen (a neutral behavior) is dif-
ferent when you are seething with anger versus when you are bub-
bling with delight. True emotions influence a number of internal
functons, which are generally not apparent to anyone but the
designer of the system (and in part to the system, to the extent that
it is given a kind of “conscious awareness” of such). Some of emo-
tion’s most important functions are those that are unseen, or at
least very hard to see. The hody-mind mechanisms for signaling
and linking the many seen and unseen functions are primarily
captured by the fourth component, which I'll describe shortly.

Multipie Levels of Emotion Generation

Animals and people have fast subconscious brain mechanisms
that perform high-priority survival-related functions, such as the
response of fear in the face of danger or threat, LeDoux (1996)
has described the subcortical pathway of fear’s “quick and dirty”
mechanism, which precedes cortical involvement. This level of
preconscious, largely innate, but not highly accurate emotion gen-
eration appears to be critical for survival in living systems. One
can imagine giving rcbots and machines sensers that operate at a
similar level—in a relatively hardwired way, detecting when the
system’s critical parameters are in a danger zonme, and triggering
rapid protective responses, which can shortly thereafter be modi-
fied by slower, more accurate mechanisms.

The level of emotions just described stands in contrast with
slightly slower (although still very fast) emotion generation that
tends to involve higher cortical functions and may or may not
involve conscious appraisals {figure 7.3). If you jump out of the
way of a snake, and suddenly realize it was only a stick, then that
was probably an instance of the fast subconscious fear-generation
mechanism. In contrast, if you hear that a convicted killer has
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Multilevel emotion generation

Fast, "hard-wired” fear {LeDoux)
Computer's power alarm
Robet response to “pain”

Slower, more “reasoned” emotions
Rule-based, associative, flexible...

Figure 7.3 .

escaped a nearby prison, and consequently decide that you don’t
want to leave the house, then it is likely that your thoughts gen-
erated a form of a learned fear response, which subsequently influ-
enced your decision. You may have never seen a convicted killer,
but you cognitively know that such a person could be dangercus,
and you associate with it a response that you learned from a simi-
lax but resl experience. This learned fear response engages some of
the same parts of the brain as the lower-level quick version of fear,
but it additionally involves reasoning and cortical appraisal of an
emotional situation.

Some of the most common methods of “implementing emotions”
in computers involve constructing rules for appraising a situation,
which then give rise to an emotion appropriate to that situation.
An example is the OCC model {Ortony, Clore, and Collins 1988),
which was not designed to synthesize emotions, but rather to rea-
son about them, but works in part for either. Consider the genera-
tion of joy, which involves deciding that if an event happens, and
that eveat is desirable, then it meay result in joy for oneself or
in happiness for another. A machine can use this rule-based rea-
soning either to try to infer another’s emotion, or to synthesize an
internal emotional state label for itself. All of this can happen in
the machine in a cold and logical way, without anything that
an outsider might observe as emotion. It can happen without any
so-called conscious awareness or “feeling” of what the machine
is doing. This kind of “emotion generation’ does not need to give

What Does It Mean for a Computer to “Have” Emotions? 223

rise to component one—emotional appsarance—or to the other
two components listed below, but it could potentially give rise to
all of them., In a healthy human, such emctional appraisals are also
influenced by one’s feelings, via many levels of mechanismus.

People appear to be able to reason in a cold way about emotions,
with minimal if any engaging of observable bedily responses.
However, more often there seem to be bodily changes and feelings
associated with having an emotion, especially if the emotion is
intense. An excepton arises in certain neuroclogically impaired
patients (e.g., see accounts in Damasic 1994) who show minimal
signs of such somatic concomitants of emotion. If you show these
patients grotesque blood-and-guts mutilation scenes, which cause
most people to have high skin conductivity levels and to have a
feeling of horror and revulsion, these patients will report in a cool
cognitive way that the scenes are horrible and revolting, but they
will not have any such feelings, nor will they have any measurable
skin conductivity change. Their emotional detachment is remark-
able, and might seem a feature, if it were not for the serious prob-
lemns that such lack of emotionality actually seems to be a part of in
day-to-day rational functioning, rendering these otherwise intelli-
gent people severely handicapped. What these patients have is
similar to what machines that coldly appraise emotions can have—
g level of emotion generation that involves appraisal, without any
obvious level of bodily or somatic involvement.

It is not clear to what extent normal people can have emotions
without having any associated bodily changes other than those of
unfelt thought patterns in the brain; consequently, the levels of
emotion generation described here may not typically exist in nor-
mal people without being accompanied by some of the mind-body
linkages in the fourth component, described below. Nomnetheless,
multilevel generation of emotion is an important component
because of its descriptive power for what is believed to happen
in human emotion generation, and because some of these levels
have already been implemented to a certain degree in machines, It
is also relevant for certain neurclogically atypical people, such as
high-functioning autistics, whe describe their ability to understand
emotions as “like a computer—having to reason about what an
emotion is” versus understanding it intuitively.

The two levels just described—uquick and dirty subconsciously
generated emotions and slightly slower, more reason-generated
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emotions, are not the only possibilities. Nor does my choice of
these two examples impose a belief that “reasoning” has tec be
conscious. My point is instead that here are examples of emoticns
ocourring via different levels of mechanisms. I expect that neuro-
scientists will find unique patterns of activation {and deactivation)
across cortical and subcortical regions for each kind of emotion—
joy, fear, frustration, anger, and so forth, and possible unique pat-
terns for significant variations in levels of these. I would also
expect we would build multiple levels of activation of emotion-~
generation mechanisms in machines, varying in resources used
and varying in timing and in influence, in accord with the specific
roles of each emotion. Some would be quick and perhaps less
accurate, while some would be more carefully deliberated. Some
would be at a level that could be consciously attended, or at least
attended by some “higher” mechanisms, while some would eccur
without any such monitoring or awareness. Some of the mecha-
nisms would be easy to modify over time, while others would be
fairly hardwired. Some of the emotion-generation mechanisms
might be rule based, and easy to reason about—at least after the
fact if not during—while others would be triggered by patterns of
similarity that might not be easily explained. And many or even all
of these mechanisms might be active at different levels contri-
buting to background or mixed emoticns, not just to a small set of
discrete emotions. In summary, machines will have different com-
binations of mechanisms activating different emotions, a veritable
orchestra for emotion generation.

Emotional Experience .

We humans have the ability to perceive our personal emotional
state and to experience a range of feelings, although many times we
are not aware of or do not have the language to descrihe what we
are feeling (figure 7.4). Qur feelings involve sensing of physiologi-
cal and biochemical changes particular to owr human bodies (I
include the brain and biochemical changes within it as part of
the body). Even as machines acquire abilities to sense what their
“bodies” are doing, the sensations remain different than those
of human bodies, because the bodies are suhstantially different.
In this sense machine feelings cannot duplicate human feelings.
Nonetheless, machines need to be able to sense and monitor more

Figure 7.4
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Emotional Experience

What one can perceive of one’s own
emotional state:

I, Cognitive or semantic label
Ii. Physiological changes
[, Subjective feeling, intuition

Problem: consciousness

of what is going on within and around their systems if they are to
do a better job of regulating and adapting their own behavior. They
will likely need mechanisms that perform the functions performed
by what we call consciousness, if only to better evaluate what they
are doing and leam from it. ;

A great distinction exists between our exXperience and what
machines might have. The quality of conscious awareness of our
feelings and intuition currently defies mechanistic description,
much less implementation in machines. Several of my colleagues
think that it is just a matter of time and computational power
before machines will “evolve’’ consciousness, and one of them
tells me he's figured out how to implement consciousness, butl see
no scientific nuggets that suppart such belief. But I also have no
proof that it cannot be done. It won't be long before we can imple-
ment numerous functions of consciousness, such as awareness and
monitoring of events in machines, but these functions should not
be confused with the experience of self that we humans have. I do
not yet see how we could computationally build even an approxi-
mation to the quality of emoticnal experience or experience of self
that we have. Thus I remain a skeptic on whether machines will
ever attain consciousness in the same way we humans think of that
concept. Consciousness, and life, for that matter, involves qualities
that T do. not yet see humans as capable of creating, outside of
procreation. Perhaps someday we will have such creative abilities;
nonetheless, I do not see them arising as a natural progression of
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past and present computational designs, not even with the advent
of quantum computing. .

Riecken: I don’t know what conscicusness is.

Pleard: It's more loaded than awareness. I prefer that we say (refer-
ring to figure 7.4): what we perceive of our own emotion, what
something in us can perceive or become aware of. Because wmy list
applied both to people and computers, I didn't want to put the
word self in. I always said “'one’s,” but, you know, that’s not quite
the same as “self.” I think self is 2 more loaded word than just

_saying what this entity perceives of what’s going on within this

entity.

Sloman: A good operating system has a certain amount of self-
awareness. ’

Orfony:  It's a litde tough for 2 machine to be awaxe of its physio-
logical changes if it does not bave a physiclogy.

Picard: A computer can sense physically. We recently hardwired
the back of our monitor to sense surges in voltage, so it could sense
the precise instant that it was displaying the image to subjects in
one of our studies. The operating system did not give us the heoks
to sense that. I think we need to build softwa:re and hardware that
has better self-awareness.

Rells: Well, can I say that I am really worried about saying that any
machine has self-awareness in this sense?

" Picard: Yes. It sounds just as dangerous as saying it has emotions.

Rolls; Whenever we use the word “awareness,” it implies to
me gualia of phencmenalogy. If you would replace that by “self-
monitoring,” we would not get into a preblem.

I we can understand something, we can model it and build
a computational model of it. Modeling is a form of imitation, not
duplication. Thus I use the term “imitate” instead of “duplicate”
with respect to implementing this component in machines, In
fact, we should probably be more careful about using the ph.rasé
“Imitating sume of the known mechanisms of human ‘emotion in
machines” to describe much of the current research concerned
with “giving machines emotion.” For brevity and readability, the
latter phrase is what I'will continue to use, with hope that with this

Figure 7.5
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Mind-Body Interaction: Emotions
are NOT just “thoughts”
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waveform of Jove; smiles Induce joy... )

paper, we will begin. to find some common understanding for what
this shorter expression represents.

Mind-Body Interactions

The fourth component is a broad category including many signal-
ing and regulatory mechanisms that emotion seems to provide in
linking cognitive and other bodily activities (figure 7.5). Here we
find that emotions often involve changes in bodily systems cutside
the brain, as well as inside the brain. There is evidence, for exam-
ple, that emotions inhibit and activate different regions of the
brain, facilitating some kinds of cognitive activity while inhibiting
others. Researchers have shown numerous effects of emotion and
mood biases on creative problem solving, perception, memory
retrieval, learning, judgment, and more. (See Picard 1997a for a
description of several such findings.) Not only do human emotions
influence brain information processing, but they also influence the
information processing that goes on in the gastrointestinal and
immune systems (see Gershon 1998 for 2 description of informa-
tion processing in the gut). '

Emotions modulate our muscular actvity, shaping the space-
time trajectories of even very simple movements, such as the way
we press on a surface when angry versus when joyful. I call the
way in whith emotions influence bodily activity semtic modu-
lation, after Manfred Clynes’s (1977} work in sentics, where he

_ first atternpted to quantify and measure a spatictemporal form of
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emotion. Clynes found that even simple finger pressure, applied tc
a nondescript firm surface, took on a characteristic pattern when
people tried to express different emotions. Moreover, some of the
emotions had implications for cognitive states such as lying or
telling the truth. Subjects were asked to physically express either
anger or love while lying or while telling the truth, and thsir phys-
ical expressions (finger pressure patterns, measured along two
_ dimensions] were recorded and measured. When subjects were
asked to express anger, the expressions were not significantly dif-
ferent during Iying than when telling the truth. However, when
subjects were asked to express love, the expressions differed sig-
nificantly when lying versus wken telling the truth, In other words,
their bodily emotional expression was selectively interfered with
by the cognitive state of lying, given that it was not obvicusly
interfered with in any other way. ‘

Y expect that this particular love-lying interaction is one of many
that remain to be characterized. The interacdon between emotions
and other physical and cognitive states is rich, and much work
remains to be done to refine our understanding of which states
inhibit and activate each other. As each interaction is functionally
characterized in humans, so too might it be implemented in
machines. Ultimately, if a machine is to duplicate human emo-
tions, the level of duplication must include these many signaling,
regulatory components of emotion, which weave interactive links
among physical and mental states.

Comnsider building synthetic pain-sensing acd signaling mecha-
nisms. Some machines will probably need an ability outside aof
their modifiable control to essendally feel bad at certain times—to
sense 2 kind of highest-priority unpleasant attention-refocusing
signal in a situation of dire self-preservation {where the word self
is not intended to personify, but only to refer back to the machine).
This “feeling,” however it is constructed, would be of the same
incessantly nagging, attention-provoking nature that pain provides
in humans. When people lose their sense of pain, they allow severe

damage to their body, often as the accumulation of subtle small

damages that go unnoticed. Brand and Yancey (1997) describe
attempts to build autometic pain systems far people-—in ane case,
a system that senses potentially damaging pressuze patterns over
time. The artificial pain sensors relay signs of pain to the patient
via other negative attention-getting signals, such as an obnoxious
sound in their ear. One of the ideas behind the artificial system is

7.2 Discussion
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to provide the advantages of pain—calling attention to danger—
without the disadvantages—the bad feelings. The inputs approxi-
mate those of real pain inputs, and the outputs are symbolically
the same: irritating and attention getting. Ironically, what people
who use the artificial system do is either turn these annoying
warnings off or ignore them, rationalizing that it can’t be as bad
as it sounds. Eventually the pain-impaired person gets seriously
injured, although he or she doesn™t really mind because it does not
hurt, In short, the artificial pain system doesn’t work; somehow it
has to be “real” emough that you can’t override or ignore it for long,
Otherwise, injury accumulates, and the long-term prognosis is bad.

Whatever version of “pain” we give machines, if its goal is sys-
tem preservation, then it must be such that it is equivalent to not
being able to be turned off, except under greater goals, or except by
the machine’s designer. This is not simply to say that pain avoid-
ance should always have the highest priority. Selfpreservation
goals may at some point be judged as less important than another
goal, as suggested by Asimov’s three laws of robotics, where
human life is placed above robat “life,” although this presumes
that such assessments could be accurately made by the robot,
Humans sometimes endure tremendous pain and loss of life for a
greater goal. Similar trade-offs in behavior are likely to be desirable
in certain kinds of machines.

Before concluding this section, let me restate that it is important
to keep in mind that all computers will not need all components of
all emotions. Just like simple animal forms do not need more than
a few primary emotion mechanisms, not all camputers will need
all emotional abilities, and some will not need any emotional
abilities, Humans are mot distinguished from animals just by a
higher ability to reason, but alse by greater affective abilities. I
expect more sophisticated computers to need correspondingly
sophisticated emotion functions.

What is my view on what it means for a computer to have emotion?
Before closing this discussion, we should keep in mind that we are
still learning the answer to this question for living systems, and the
machine is not even alive. That said, I have tried to briefly describe
four components of emotion that are present in people and to dis-

. cuss how they might begin to be built into machines.




Figure 7.6
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Evidence suggests that emotions...

Coordinate/regutate mental processes
Guide/bias attention and selection
Signal meaningfulness

Help with intelligent decision-making

Enable resource-limited syétems to
" deal with unpredictable, complex
inputs, in an intelligent flexible way

My claim, which opened this section, is that all four components
of emotion ocour in a healthy human, Each component in turn has
many levels and nuances (figure 7.6). If we acknowledge, say,
N = 60 such nuances, and implement them in a machine, then the
machine can be said to have dozens of mechanisms of emotion that
imitate, or possibly duplicate, those of the human emotional sys-
tem. So, does the machine “have emotions” in the same sense that
we do? There is a very basic problem with answering this: One
could always argue that there are only N known human emotion
mechanisms and more may become known; how many does the
machine have to have before one will say that it has hurnanlike
emotions? If we require all of them to be identified and imple-
mented, then one can always argue that machines aren’t there yet,
because we can never be assured that we have understood and
imitated everything there is to lknow. Consequently, one could
never confidently say that machines have emotions in the sense
that we do. The alternative is to agree on some value of N that suf-
fices as a form of “critical mass.” But that is also ultimately unsat-
isfactory. Furthermore, some machines will have or may benefit
from aspects of emotion-like mechanisms that humans don’t have,

Animals doubtless already have different mechanisms of emoticn

than humans, and we are not troubled by the thought of someone
saying that they have emotions.

Ultimately, we face the fact that a precise equahty between
human and machine emotion mechanisms cannot be assured
because we simply do not have complete lists of what there is to
compare, nor do we know how incomplete our lists are.

Figure 7.7
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Can’t we do all this without
giving the machines emotions?

Sure.

But, once we've given them all the
regulatory, signaling, biasing, and other
useful attention and prioritization
mechanisms (by any other name} and
done so in an integrated, efficient
interwoven system, then we have
essentially given the machine an emotion
system, even if we don't call it that.

Machines are still not living organisms, despite the fact that
we describe many living organisms as machines (figure 7.7). It
has become the custom to associate machine behavior and human
behavior without really thinking about the differences anymore.
Despite the rhetoric, our man-made machines remain of a nature
entirely different than living things. Does this mean they cannot
have emotions? I think not, if we are clear that we are describing
emotions as mechanisms with functional components like the four
described here. Almost all of these have been implemented in
machines at some level, and T can. see a path toward implemen-
ting all of them. At the same time, it is prudent to acknowledge
that one of the components, emotional experience, includes com-
ponents of conscicusness that have not yet been shown to be re-
ducible to computational functions, Machines with all components
but this one might be said to have emoticn systems, but no real
feselings.

As we make lists of functions and match them, let us not forget
that the whole process of representing emotions as mechanisms
and functions for implementation in machines is approximate. The
process is inherently limited to that which we can observe, repre-
sent, and reproduce. It would be arrogant and presumptuous to not
adrait that our abilities in these areas are ficite and small compared
to all that is unknown, which may be infinjte.

Remember that I began this presentation asking whether or nat it
was necessary to give machines emotions if all. we are interested in
is giving them the zbility to recognize and respond appropriately to




Rosalind W. Picard 232

a user’s emotion. Suppose we just want the computer to see it has
annoved someone, and to change its behavior so as not to do that
again; why bother giving it emotions? Well, we still may not have
to bother, if we can give it all the functions that deal with complex
unpredictable inputs in an intelligent and flexible way, carefully
managing the limited resources, dynamically sbifting them to
what is most important, judging importance and salience, juggling
priorities and attention, signaling the useful biases and acton-

- readiness potentials that might lead to intelligent decisions and

action, and so forth. Each of these functions, and others that might
someday be added to this list, may possibly be implemented by
means other than “emotions.” However, it is the case that these
functions, in humans, all seem to involve the emotional system.
In partenlar, these functions involve the second, third, and fourth
components of emotion that I've described, which sometimes
give rise to the first component. We may find once we have imple-
mented all of these useful functions, and integrated them in an
efficient, flexible, and robust system, that we have essentially
given the machine an emotion system, even if we dom’t call it
that.

Machines already have some mechanisms that implement (in
part) the functions implemented by the human emotional system.
Compuiers are acquiring computational functions of emotion sys-
tems whether or not one uses the “*&” word. But computers co not
have humanlike emotions in any tick or experiential natural sense.
They may sense and label certain physical events as categories of
“semsations,” but they do not experience feelings like we do. They
may have signals that perform many and possibly all of the func-
tions performed by our feelings, but this does not establish equiva-
lence between their emotion systems and ours. Computers may
have mechanisms that imjtate some of ours, but this is only in part,
especially because our bodies differ and because so little is known
about human emotions.

It is science’s methodology to try to reduce complex phenomena
like emotions to a list of functional requirements, and it is the
challenge of many in computer science to try to duplicate these in
computers to different degrees, depending on the motivations of
the research. But we must not be glib in presemting this challenge
to the public, who thinks of emotion as the final frontier of what
separates man, from machine, When a scientist tells the public that
a machine “has emction” then. the public concludes that not only
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could Deep Blue beat a grand.master, but also Deep Blue could
feel the joy of victory. The public is expecting that science will
catch up with science fiction, that we will build HAL and other
machines that have true feelings, and that emotions will conse-
guently be reduced to a program available as a plug-in or iree
dowrload if you click on the right ad. I think we do a disservice
when we talk in such a way to the public, and that it is our role to
clarify what aspects of emotion we are really implementing.

Emotions are not the system that separates man and machine;
the distinction probably lies with a less popular concept—the
soul—an entity that currently remains ineffable, but is something
more than a conscious living self. I don’t have much to say about
this, except that we should be clear to the public that giving a
machine emotion does not imply giving it a soul. As I have de-
scribed, the component of emotional experience is closely inter-
twined with a living self and I remain uncertain about the
possibility of reducing this component to computational elements.
However, I think that the other three components of emotion are
largely capable of machine implementation.

If the day comes that scientists think that human emotion and.
its interactions with the mind and body are precisely described
and understood, then it will not be many days afterward that
such functions will be implemented in a machine, to the closest
approximation as possible to the humar system. In that time, most
people would probably say that the machine has emotions, and
few scientists will focus on what this means. Instead, we will focus
on how machines, made in our image, cac be guided toward good
and away from evil, while remaining free to do what we designed
them to do.

Discussion: Emational Maturity

Elliott: Socially intelligent systems or emotionally intelligent sys-
tems require emotions. And that is what we want to build, or what
we want to study.

Ficard: I don’t actually think that we can say that emotionally
intelligent systems require emotions. That’s the question. [ am try-
ing to build emotionally intellipent systems, and I'will see how farI
can go without giving them emotions. Which components of emo-
tions? I guess I can invent a mechanism for each of them, and I
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don’t need emotions to do that. But by the time we have built these
special mechanisms that perform the decision making this way,
maybe we discover that it would be more efficient to go back and
just build an emotional system, because that one emotional system
could maybe do it all. -
Ortony: I thought you were going to say something else. I thought
you were going to say that emotion did somehow fall out as a
by-product of having built an integrated system.
Picard: Actually, I could say that as well, tco. By the time you have
done the ‘integrated system without ever invoking the word “emo-
fion,” it is an emotional system. I have always thought this was
obvious. I never bothered to say it....
Ortony: It’s not totally obvious, you know.
Picard: I used to design computer architectures for a living. You
can play out all the goals of what you want to achieve on the table,
and then you figure out how you combine it all in an efficient
architecture. So, to me, this was just obvicus. We have been focus-
ing on systems that help people communicate emotions, that help
them express emotion; or the machine might express it—and might
try to recognize emotion. Is that going to make a really emotionally
intelligent system, if we do that? I don’t think so. These are exactly
the capabilities autistics have. Autistics have emoticos, they gan
express emotions, and they can sometimes pattern-recognize other
people’s emotions, and yet they are really difficult to interact
with as human beings. We cannot consider them as emoctionally
intelligent.
Ortony: Let me offer a new word, which is emotional maturity. 1
think it is a much more felicitous term than emotional intelligence.
I think emotional maturity is what it really is! I mean, it’s a much
more natural way to think about it. Emotions do in fact develop
in humars. In the normal course of development, they mature, and
people become emotionally sophisticated and capable of doing all
these things that go under the rubric of “emotional intelligence.”
Or maybe there is a better word yet.

Sloman; Competent, Emotionally competent!

Bellman: Emotional competency in infants at 2 certain stage for cer-
tain things. ‘

Ortony: 'Well, the reasen I said “mature” is that it implies age-
appropriate competence.

Note
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Picard: Iknow intelligence is a loaded word for a lot of people, And
so I just list the set of learnable sldlls, as opposed to implying some
innate capahilities.

Trappl: Maturity implies a genetic aspect.

Picard: Yes, it’s rather hard to make a sure divide. But there are a
lot of arguments for the case that you can teach people how to
improve this set of skills, so to some degree, they are learnable,
although to some degree they are probably also genetic.

Ortony: You can teach people to improve their posture, but that
does not mean that development of posture is not a sort of natural
maturation. There is a natural development of posture, and we can
still correct it.
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Abstract., Emotional agents can play a very important role in all those
computer applications where the user does not (only) want to perform
a task, but (also) to be entertained or to have a more engaging experi-
ence than with traditional systems. In fact, it is commonly assumed that
the agents® ability to process and display affective states, and to show
emotional reactions, is crucial for causing a more enjoyable interaction
between agent and user. This work proposes to analyze such assumption
from a critical viewpoint, identifying several open issues that are worth
debating in the community and studying through empirical methods.

User interfaces are becoming more and more friendly, adaptive, and sensitive
to the user’s needs, preferences and wants. Aleng with this trend, computers
are starting to comply with the user’s wish to be entertained while or besides
performing some “serious” task. For example, instructional software systems are
being enhanced by lively anthropomorphic or animal-like tutors [7, 15]; multi-
media presentation systems might look more likeable if they present material
through expressive animations [1]; PC desktops may be more exciting if popu-
lated by “virtual pets” that can interact with the user and with one another in
interesting ways [5].

The issue of user’s entertainment is to be “taken seriously”, since it can
deeply influence the effect of software applications, and even make the differ-
ence between a successful and an unsuccessful interface. In fact, computer-based
entertainment can not only be an interesting purpose in itself (as in the case
of PC games, multi-user virtual environments, or software toys), but can also
increase the user’s satisfaction, boost her motivation to interact with an applica-
tion (which, for example, is very important in the case of “edutainment”), help
relieve the tensions that are usually related to the performance of difficult tasks,
and give the opportunity to have a break from hard work. Such properties of
entertainment come from its basically emotional nature and impact.

* The author is currently supperted by a scholarship from the Committee 12 (In-
formation Science and Technology) of the National Research Council of Italy. She
is indebted to Maria Miceli and Amedeo Cesta for their usefidl comments, and to
Daniela Petrelli and Elisabeth André for suggesting some relevant references.




Interfaces can be made more enjoyable by means of “believable agents” (also
known as “lifelike compuier characters”, “synthetic agents”, “virtual actors”,
and “animate characters”): these computational systems are built with the pur-
pose of provoking in the user the “illuston of life” or, in other words, the im-
pression of interacting with a “living” virtual being that has its own feelings,
desires, and beliefs. * A strong argument in favor of using believable agents in
interfaces is that they make interacting with computers much easier and nicer,
enable (especially naive) users to adopt communicative styles similar to those
typical of human-human communication [1], and can increase the level of inter-
activity and socio-emotional engagement produced by traditional applications.
There are also some arguments criticizing the usability of agents in interfaces:
in fact, agents might compromise the user’s feeling of control over the tasks
being performed, or might generate in the user wrong expectations about their
own capabilities [11, 18]. Nevertheless, among the advocates of lifelike computer
characters, it is also commonly believed that the agents’ ability to process and
display affective states, and to show emotional reactions, is crucial for improving
the agents’ believability, for eliciting emotions in the user, and consequently for
causing a more entertaining interaction between agent and user [12,2]. There-
fore, several research projects are aimed at realizing emotional agents (e.g. [4,
14,8]).

These agents are a promising direction of research on entertaining interfaces,
but their realization and use seem to rely on assumptions thai have not yet been
made explicit and studied in great depth; this work proposes to outline and anal-
yse them. In our view, such an analysis can be useful in two ways: on the one
hand, it can help understand what are the main problems to address when real-
izing emotional agents; on the other hand, it can drive the empirical validation
of the most common hypotheses regarding the relationships between entertain-
ment, emotions, and believability, in order to build more effective agents.

Emotional agents are usually inspired by characters realized in traditional
media like drama, cinema, cartoons, and seem to be founded on the following
hypotheses:

Hypothesis 1: entertainment is a function of the character’s ability to cause
the “illusion of life” (believability);

Hypothesis 2: entertainment is a function of the character’s ability to induce
emotions. .

These hypotheses, although difficult to verify empirically, are hardly ques-
tionable; they can actually be considered as basic assumptions. In fact, we have
many examples of their validity from traditional media: the more believable a
character is, the more likeable it is, and the emotions it can induce greatly con-
tribute to the spectator’s enterfainment.

! This notion of believability is different from the perceived “credibility” of computer
applications, which refers to the delivery of trustworthy information. [19]




In our view, the assumptions above are motivated by more specific and usu-
ally implicit hypotheses, that generally drive the actual realization of emotional
agents:

Hypothesis 3: believability crucially depends on the agent’s ability to show
emotional reactions; .

Hypothesis 4: believability also depends on the manifestation of a marked
personality, which in its turn is based on an individual style of emotional
behaviors;

Hypothesis 5: the user’s emotional responses to an agent depend on the lat-
ter’s emotional behavior;

Hypothesis 6: the agent’s ability to show emotional reactions depends on its
ability to represent and process emotional states.

Such hypotheses appear to be related to each other according to an instru-
mental hierarchy, as shown in figure 1: from bottom up, agent designers usually
assume that the ability to represent and process affective states, which can be
brought about by events affecting an agent’s goals, preferences, or values, en-
ables the agent to display emotional reactions; these in turn are deemed essential
for enhancing the agent’s believability, for characterizing its unigue personality,
which also contributes to believability, and for arousing emotions in the observer,
possibly through an empathic process; finally, the agent’s believability, and its
ability to induce affective reactions in the user, are expected to cause the lat-
ter to be entertained. The user’s enterfainment can be an end in itself, or it
can be functional to other affective states, such as satisfaction, ease, motivation,
and the like, that can influence the effectiveness of several kinds of computer
applications.
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Fig. 1, The basic hypotheses underlying emotional agents.

Although these hypotheses might intuitively sound correct, several coun-
terexamples can be found that seem to contradict or at least weaken them. For




instance, with regard to hypotheses 3 and 4, a pedagogical agent whose task is
to help students learn new procedures might not have any particular personality
nor show emotions, but it might still look believable to its users and therefore
increase their level of satisfaction towards the system and their engagement in
the learning process [15]. Concerning hypotheses 5 and 6, agents like EL1za [20]
or JULIA [9] neither “have” nor display any emotion, but are very successful
in arousing affective reactions in the users, Along this line of reasoning, many
questions related to the social attribution of human-like features to agents (see
for instance [13]} should be taken into account in order to better understand the
value of the hypotheses. For example, it is worth wondering how much agents
which are not able to show emotions, but have goal-based personalities [16,17],
could be attributed affective states and induce emotional reactions in the users,
These arguments point out that the hypotheses above should not be taken for
granted, but rather should be empirically tested. _

Some experimental investigations about the effectiveness of animate charac-
ters (e.g. [10,6]; for a review see [3)) have focused mainly on two aspects: (a)
some objective measure of the users’ performance (like the number of solved

~ problems, or the percentage of remembered items after their presentation), in

order to see whether the performance is improved by the presence and/or help
of an agent, and (b) several subjective measures of the characteristics (like in-
telligence, likeability, utility) that can be attributed by the users to the agent,
and that are supposed to mediate the agent’s effectiveness. Unfortunately, these
studies are difficult to compare with one another becanse of their different ex-
perimental settings, dependent variables, etc., and consequently it is also hard
to derive from them some useful generalizations. But, more importantly, the em-
pirical works carried out so far do not seem to be based on a causal model that
could explain the possible interrelationships among variables (i.e. among the
subjective and the objective measures). In our view, the hierarchy of hypotheses
proposed in this work can be considered as a model, focused on the issue of user
entertainment, where the cause-effect links between variables are explicitly rep-
resented; as such, it could help devise new experiments aimed, on the one hand,
at testing those links one by one and, on the other hand, at verifying whether
the model should be modified by the introduction of other variables and related
links/hypotheses.
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1 Introduction§ o S

The standard model  for human-machine interaction is based’ op - the'

comununication parad
(Shannon & Weaver,
between a sender ar

gm formulated by Claude Shannon in the early 1940s
1969). This paradigm describes the exchange of messages
d a receiver, with emphasis on the capacity offtl‘lle

information channel and how messages can be distorted by noise. The paradigm

was eagerly adapted b

y a science of péych‘ology trying to break lose from the

confines of behaviourism (Atmeave, 1959; ‘Miller, 1967), and provided thé

foundation for the p

sychological models that became part and parcel of

information processing psychology, cognitive psychology and cognitive

engineering (Lindsay

& Norman, 1977; Newell & Simon, 1972; Wickens,

1984). It also correspanded weli to the endeavour to describe human actions_as

the result of a rationa
making (Lee, 1971; Ed

choice, exemplified by the models for human decision
wards, 1954), B

When the study of human-machine interaction was devoured by thé swelling

interest for human-co
remained. Himan-mac

mputer interaction in the 1980s, the basic paradigm
hine interaction was seen as the exchange of messages

(signals and control actions) across an interface, and the information processing

view reigned supreme.
basis for the cormmuni
i.e., excluding emotio

The processes, cognitive or otherwise, that provided the
-ation and interaction were all “cold” rather than “hot”,
s and affect (Abelson, 1963). Information processing

psychology several tilmcs tried to develop theories that included emotions and

affect, but with very li

ited success (Mandler, 1975; Simon, 1967).

i2'. The Ef"~iency Of Human-Human Communication

{As the use of computers has spread in an akmost epidemic fashion to all areas of

ii;fa and work, enormous efforts have been was put into-making human-machine
Viriteraction as easy and efficient as possible. One example of that is the campaign
ito develop systems that are user-friendly and require little or no learning.
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"The smoothness, versatility, and efficiency of communication between people is
-a distant goal for human-machine interaction, and it is therefore tempting to lock
for features of natural comminication that ~are missing in artificial
'ic_:bmmunication. One obvious candidate is emotion or affect, i.e., the fact that
people have affects and also are uncannily effective in recognising the affects
and emotions of others. Since affects clearly are missing from the information
processing paradigm, it is tempting to consider whether affective interfaces
:v‘&"o;lld provide the coveted quantum leap in human-machine interaction.

b

!
v

fur

 the right time. .

§‘An§)fher is the desire to use multi-media to enhance the communication and
omprehension. A third is the effort to build adaptive systems and interfaces that
“antomatically” provide the user with the right information, in the right form, at

‘all of this human-human communication has often been used as a paragon.

‘2!1 Emotions And Control
Ttiis. not impossibie that affective interfaces may serve a therapeutic purpose, in
the. sense that they make the user feel better. The main reason for using an
affective interface should nevertheless be that it improves the efficiency of the
communication, hence the ability to retain control. Generally .speaking, the
purpose of communication is to control the behaviour of the receiver, whether it
is a human or a machine, and anything that enhances the ability to control is
therefore worth considering. One effective way of describing human (and
machine) performance is by means of a cyclical, rather than a linear, model
{Hollnagel, 1998; Neisser, 1976). In Figure 1 this principle is used to show the
communication between two agents, in this case two humans.

1

A

The model describes how actions are determined by the current understanding,
which in turn depends on the evaluation (or interpretation) of the feedback. In
communication, the message of one agent becomes the response of another, and
vice versa. The model emphasises that performance is both feedback and
feedforward controlled. As pointed out already by Conant & Ashby (1970, p.
92), feedback (error-controlled) regulation is inferior to feedforward (cause-
controlled) regulation. Despite that observation, practically all information
processing models of operators exemplify error-controlled regulation.
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Figtrre 1: The eyelical communication paradigm.
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The model in Figure can easily be extended fo'ad e role
l can easily be the
noting that one aspect i;::uf the currgnt ﬁ:;é?:tiig'm éd:lf?s v et By
hat, . ding 1s the assessment of th
" ot U : ; of the mo
1aer;noho:gxl state qf Ui’le communication partner, The emotional state of a persgg
Ec ys a ?1‘ajor role in ciletermmmg the reaction. “Hot” cognition may narrow th
ratc})ll::; 81 1nFerpretat10ns and conclusions may be baséd on what was ex ecteg
Sub.ectivaen wf{mtl actually ha.ppe.néd. Decisions may become coloured by Il)ﬁghly
o r_]egarde c?n(T;e'mlp;orary criteria, and otherwise reasonable alternatives may be
- (1 his happens not just during affective states; b ing hi
stress and discomfortl) It is therefore i b s i e high
: ore 1mportant to take this i i
oo i ! into consideratio
duri;loforwn;?iam;%fant?% expressing the message. In normal life, and speciﬁcall?
e » allective-emotional hiwpan-human interaction i
iy raction is usuall t
enc h
e :rurae%:d. ?n th<=T contra.ry,\\jvg: often try to counter the affective state 3c;f the
ocher ;}lar on to avoid t:he-sxtuatlon from boiling over or to prevent getting into-a
. Ougtu:;e:;.n g(l:le, gaastc;ln 1sthsimply that reciprocal affects 'may bring the
-1Un the other hand, if the affective state i
: ! . of th :
correctly recognised, control can be regained and stability ensured © others
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3 Affective HMI -
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( I{;[ ]gujiel .a?ld the principles can be applied to human-machine. interaction
e twe as to human-human interaction. .The purpose of HMI is not
primas }; foama?:t::1 t?e 1,‘186':-; hfcei good, but to enable the joint system to majntaiﬁ
situation, . The value of affective int rf:

considered in relation to this ove ossbilty s hat e opcrion
rall goal. One possibility i f y

con ation ( ity is that the ‘nterface (o
er, the machine) js rbie to recognise the mood or affective sta._of the usE:rr
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functioning of the HMI accordingly, mood recognition may conceivably have a
beneficial effect. It is in a way a logical extension of the principles to design
interfaces for everyone (Newell, 1993), although extending the scope of normal
nd disabled users to include calm and agitated users as well. Another possibility
13 that the interface also can show or represent emotions, i.e., be an affective
interface. This could be seen as an extension, although a significant one, of
adaptive interfaces. It would therefore also comprise the risks of adaptive
interfaces, and possibly amplify them. The main risk is that two systems that
‘reciprocally adapt to each other very casily run the risk of going into an unstable
region. If the response to a recognised affect is inappropriate, which in control
terms means that the damping of the system is inadequate; then this may all too
easily lead to an amplification of deviations, rather than the neutralisation and
' homeostasis that is really wanted (Maruyama, 1963).

[

For this reason alone, it is highly uncertain whether there is anything gained by
%" having an affective interface, although there may be a potential advantage in
‘baving ope that can recognise affects. The question’ to be pondered by

esearchers in HMI (and HCT) is.therefore not whether an affective interface, in
either sense, is possible or technologically feasible; but: whether it is required.
) ce affective interfaces are available, and this will undoubtedly happen at
“I‘I‘lé time, they may join the many other technological solutions that are in
; {c_:g_rch of a problem. It would be nice if, for once, a genuine need wds
tablished first. At the moment, it is my belief that the virtue of human-human
ommunication are exaggerated,and that the risks of affective interfaces need to
.understood better. This will require a sorely needed revision of the
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Abstract

A communality between research in Artificial Intelligence
and Synthetic Emotion is (hat it seems in both cases to be
rather difficult to give an acceptable definition of the natu-
rally occurring counterpart. One could speculate whether
this is due to the multiplicity of the nature of both phenom-
ena or due to a categorical misconception. In this paper I try
to briefly outline a number of different motivations for
madeling emotions, and to relate those motivations to two
different principal design approaches for computational
models of emotion. From these two aspects, together with
our current assumptions about mechanisms underlying
human emotions, I conclude with some speculations about
adaptation in affective systems, and some implications of
the notion of greunding emotions in adaptive systems.

Introduction

It seems certain that, as we understand more about
cognition, we will need to explore autonomous
systems witly limited resources that nevertheless cope
successfully with multiple goals, uncertainty about
environment, and coordination with other agents. In
mammals, these cognitive design problems seem to
have been solved, at least in part, by the processes
underlying efotions. {Oatley 1987)

This is an example of why one might want to model an
emotional agent, I will try to show that there are other
motives, and that there are also different principal
approaches to model emotions. I will briefly skeich some
theory on emofion from a psychological point of view to
illustrate our current assumptions about the nature of
emotions, and: about the structurally and functionally
different sybsystems that seem io be involved in emotions.
Based on these three considerations (motives, modeling
approaches, and mechanisms) I would like to make some
speculations about possible principles of adaptation in
computational models of emotion. 1 will also try to argue
that the notion of grounding emotions in adaptive systems
raisecs some interesting questions, and is dependent upon at
least the same three aspects,

Different motives for modeling
cmotional agents

Science (Psychology, Neuroscience, Cognitive
Science, Biology, etc.)

Modeling an emotional system can be an attempt to in-
stantiate parts of a theory about a natural phenomenon with
a computer program or a robot. The researcher hopes that
such a system helps to improve the formalization, opera-
tionalisation, and internal consistency of theoretical postu-
lates, The system is further expected to allow an
examination of the required number and types of criteria
needed for successful theoretical prediction (allowing also
to compare theories differing in this respect} and to im-
prove intuitive understanding of these parameters. Such
systems can also be very useful in teaching and visualiza-
tion. This synthetic approach complements the traditional
approach of the analysis of behavioral data (and this data
can be used to measure the quality of the model).

Criferia: description, explanation, and prediction

Main motivation: Improve our knowledge about the nature
of emotion and its implications

Engineering

It seems likely that here the motive behind modeling an
emotional agent is an indirect one. The engineer is
primarily interested in constructing a useful artifact. In
adopting some real or hypothesized natural principles the
engineer hopes to increase the system performance in
terms of task achievement and costs, The extent to which
the principles that inspired the system eventually get into
the system or the form and adequacy of the translation is of
no significance. Emotion theories may serve as heuristics
in finding a good solution to a problem, or to metaphori-
cally describe the state or behavior of a system.

Criterion: Performance

Main metivation: Building good artifacts for a concrete

task



Human Computer Interaction

Modeling emotions in a system that interacts with humans
is a special case of engineering where human behavior and
affectivity plays a significant role. In this case theoretical
knowledge about emotions can be applied. In adopting
some real or hypothesized natural principles the engineer
hopes to increase the system performance in terms of
acceptance and usability with respect to the user. Again, it
seems likely that such a system does not necessarily need
to represent emotion constructs in any form to generate the
desired behavior.

Criteria, Performance, acceptance, and usability

Main motivation: Improve human computer interaction

Technology would in this line of reasoning be the attempt
to extract general principles from the engineering work.

Two kinds of modeling approaches

Almost since the beginning of the computer age there have
been exciting attempts to deal with emotions in one way or
another, For examples of good overviews on existing
systems 1 refer to Pfeifer (1988), Picard (1997) and the
web page [3] of Hudlicka and Fellous. Given the different
concerns of computational models of emotion and affective
behavior it is no surprise that we find a whole variety of
different modeling approaches. Wehrle and Scherer (1995)
have argued that it might be useful to distinguish two
classes of computational models of emotion: black box
models and process models. Although the two approaches
should not been seen as exclusive, thefr differ in the degree
of abstraction of intervening variables-.

Black box madeling

The purpose of black box models is to produce outcomes
or decisions that are maximally similar to those resulting
from the operation of naturally occurring systems, disre-
garding both the processes whereby these oufcomes are
attained as well as the structures involved (see also Phelps
and Musgrove 1986, p. 161).

Although such models provide little information con-
cerning the mechanisms involved, they are very useful for
practical decision making and for providing a sound
grounding for theoretical and empirical study. In particular,
they can help to investigate necessary and sufficient
variables, System performance (e.g. quality of classifica-
tion and computational economy) as well as cost of data
gathering are important criteria for assessing the quality of
the chosen computational model. Since black box models
focus on the input-output relationship, they make few
claims whatsoever concerning the nature of the underlying
processes.

The simplified example in figure 1 illustrates the idea:

I I also think that models that include undertying
mechanisms are necessarily based on black box models at
a cerfain level of abstraction.

Fig. 1: Part of a decision tree representation of Scherer’s
Appraisal Theory concerning the cognitive component,
Note that the theoretically postulated sequence of
appraisal is violated (the intention check should precede
the power check) but the black box output is correct.

To my knowledge most existing implementations (whether
they simulate or reason about emotions) are based on black
hox models (and mostly symbol systems).
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Process modeling \
The purpose of process modeling is bsually the attempt (o
simulate naturally occurring processes using hypothesized
underlying mechanisms. Clearly, this approach is
considerably more ambitious than the black box approach.
In the case of psychobiological process moedels, one needs
to specify the effects of causal input factors on intervening
process components (often hypothetical constructs), as
well as the structural interdependencies of the internal
organismic mechanisms involved. |

To my knowledge few systems have attempted to syn-
thesize emotional behavior on this:level of biologically
plausible mechanisms (e.g. Armony ¢t al. 1995). Given the
complexity of involved components; models of this kind
seem (o be as difficult to realize as they are useful to
increase our knowledge. In the Geneva Emotion Research
Group we have tried to implement a very simple emotional
problem solver inspired by Toda’s:Social Fungus Eater
(Toda 1962, 1982). The system is’ described elsewhere
(Wehrle 1994a 1994b, and on my web page [1]). Toda
describes the behavior of the hypothesized Fungus Eate
in terms of urges and cost functions (internal vs. external}.
In our proposed model we used :a simple hedonistic
principle based on an energy concept which also allows
adaptation. Whereas for Toda the concept of urges seems
similar to emotions, we have so far only implemented
some very basic urges as value :scheme, and regard
emotional behavior as an emergent property of the latter.

Possible contributions of ai)praisal theory

In the following, several theoretical postulates from two
prominent theories concerning appraisal and emotion are
presented to illustrate the function anid conceptualization of
emotion in human beings from a psychological point of
view. I feel that appraisal theory could potentially offer
some heuristics for the design of emotional systems. Since
it represents the mainstream of current emotion psychology



it may also be used as a source of ideas about how
psychologists énvisage fthe complexity of affective be-
havior. Later on in my argumentation I will also use the
assumption that the mechanisms underlying emotions are
functionally and structurally heterogeneous to question the
notion of grounding emotions in an artifact. Even though
the theory is quite general with respect to the emotional
situations, it has nevertheless been based upon the specific
physical properties of the human organism.

different neurophysiological and motor subsystems as
well as changes in motivation and particularly the
cognitive appraisal system. Leventhal and Scherer
(1987) have made a first attempt to illustrate the way
in which Scherer’s stimulus evaluation checks could
be performed on the sensory-motor, the schematic and
the conceptual level. Obviously, the nature of the
resulting emotion is likely to be quite different
depending on the level of its antecedent appraisai,
particularly with respect to the conscious experience

Scherer has argned that the elicitation and differentia-
tion of emotion can be most economically explained
by a process:of cognitive event appraisal that reflects
the significance of an event for an individual's goal
and value stfucture, his or her coping potential, and
the socio-normative significance of the event. The
component process theory (see Scherer, 1988, 1993,
for details) ‘posits relatively few basic evaluation
criteria and dssumes a sequential processing of these
criteria in the appraisal process. Figure 2 shows the
major appraisal dimensions or “stimulus evaluation
checks" (SECs) which are considered to be sufficient
to account for the differentiation of all major
emotions. (Wehtle, Kaiser, Schmidt, and Scherer,
submitted) -

Scherer has suggested that emotion can be defined as
" an episode of temporary synchronization of afl major

subsystems of organismic functioning represented by
_ five components (cognition, physiological regulation,
motivation, motor expression, and monitoring/feeling)
in response 10 the evaluation of an external or internal
stimulus event as relevant to central concerns of the
organism. Tt is claimed that while the different sub-
systems or componenis  operate relatively
independently of each other during non- emotional
states, dealing with their respective function in overall
behavioral regulation, they are recruited to work in
unison during emergency situations, the emotion epi-
sodes. These require the mobilization of substantial
organismic resources in order to allow adaptation or
active responses to an important event or change of
internal state. The emotion episode begins with the
onset of synchronization following a particular
stimulus evaluation pattern and ends with the return to
independent functioning of the subsystems (although
systems may differ in responsivity and processing
speed). Since stimulus evaluation is expected to affect
each subsystem directly and since all systems are seen
to be highiy interrelated during the emotion episode,
regulation is complex and involves multiple feedback
and feedforward processes. For this reason, it is
assumed that there is a large number of highly differ-
enttated emotional states, of which the current
emotion labels capture only clusters or central tenden-
cies of regularly recurring modal states. ... Scherer
has suggested that subjective experience or feeling
can be conceptualized as the reflection of the changes
in all other emotion components, including the

of the episode. (Kaiser and Scherer 1998)

Arnold (1960) defined emotions as “felt action
tendencies” because, as she argues, a felt tendency is
what characterizes such experience and differentiates
it from mere feelings of pleasantness or unpleasant-
ness; different action tendencies are what characterize
different emotions. Action {endencies or, more
generally, changes in action readiness are not only
important in emotional experience but are also central
in the analysis of emaotion as such, Action readiness is
what links experience and behavior; felt action readi-
ness can be considered a reflection of the actual state
of behavioral readiness.... Emotions involve states of
action readiness elicited by events appraised as emo-
tionally relevant... Events are appraised as
emotionally relevant when they appear to favor or
harm the individual’s concerns. (Frijda, Kuipers, and
ter Schure)

An attempt to summarize the basic concepts can be found
in figure 2, I took some freedom to include some further
assumptions about the postulated sequential evaluation and
to apply the concept of the different levels of processing
also to the expressive component,

Note however, that the theory is based on constructs (for
which there is empirical evidence). More directly
accessible to us are observable behaviors, some of which I
list below:

+ Social behavior, problem solving, action selection, ele.

* Facial expresston

* Voice and utterances {prosody and syntax)

+ Physiological responses (skin conductance, EMG, ECG,

EEG, etc.)

*+ Verbal report of subjective feeling and mood

* Expression in arts

I prefer to leave it open whether this behavior can be seen
as an antecedent, as a result, or as a constituent of emo-
tions. My point here is that the great variety of behavior in
which emotions play a role seems to reflect the
functionally and phylogenetically different mechanisms
underlying emotion that we assume,

To further complicate the issue there is evidence that the
roles that the different subsystems play, and their connec-
tions to the expressive components, vary significantly
among different emotions. I refer to the respective litera-
mre (concerning psychophysiological measures ¢.g.,
Stemmler 1989; and concerning mechanisms, e.g.,, LeDoux
1996; Panksepp 1993; Davidson 1994).
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Adaptation

I we regard efotions as the result of the interaction and
synchronization of rather complex subsystems in response
to situational, environmental, and physiological properties,
then emotions must reflect an adaptive system. There is
evidence that affective behavior is atso much ore flexible
than behavior generated by simpler fixed pattern response
systems. There are large individual and cultural differ-
ences, and emotional reactions also vary over different life
stages, One cotld speculate about three different levels of
processing on! which individual adaptation might be

implemented: °

* Level of single values: One likely candidate where
adaptive mechanisms might play a role is in the
paramelers of the involved stimulus evaluation systems
and their influence on the organtzation of behavior.
Example: The attribution of self-competence and power
can be derived from experience and changes over time
and domain, :

+ Level of emotion specific value patterns: There seems to
be evidence that the significance of different appraisal
dimensions varies among emotions. I propose that this is
a second candidate for the implementation of adaptive
mechanisms, Example: A diplomat might have to learn
to reduce the importance of his or her estimated coping
potential to avoid aggressing other diplomats in an anger
situation. -

* Level of action readiness patterns: Since it has been
argued that the affective systems allow an organism to
generate behavior in an efficient and adapted fashion,
the association of an action repertory to an emotional
state might also be maodified in terms of reflection and
success evaluation, Example: In elevators where people
are necessartly physically closer to each other than they
actually would like to be (embarrassment), many people
learn to establish a larger social distance by actively
avoiding eye contact,

Empirical data

Eventually, the quality of a synthetic approach aiming (o
model human emotion will be compared with the observa-
tion of naturally occurring systems. Empirical studies serve
also to improve our knowledge about the nature of
emotion, the expressive components, and the function of
emotion. Most' empirical studies rely on verbal report,
which is not necessarily the most promising way, since the
necessary degree of awareness of an emotional state, and
the influence of self-reflection on the emotional process are
not yet clear. Isolated studies of certain aspects of emotion
such as facial ‘expression on the basis of strong static
stimuli seem similarly unpromising. Masanao Toda’s
proposal of the Fungus Fater experiment, although already
described moreithan 35 years ago, still seems to be a fresh

and rarely pursued idea (see also Pfeifer 1994). The
Geneva Emotion Research Group is conducting empirical
studies within this paradigm with several NSF projects (see
[2]; Kaiser and Wehrle, 1996).

Questions and conclusions

I have tried to show that emotions seem to be involved in
many functionally different behaviors, and that this
impression is also reflected in the many heterogeneous
mechanisms that we suppose underlie emotions. I also tried
to show that there are different motives behind affective
compuiing, and accordingly different techniques for
modeling and representing emotions in an artifact which
abstract from the wunderlying mechanisms to different
degrees, I addressed the issue of adaptation by making
some speculations about how it could be realized within
the framework of appraisal theory.

Unfortunately, it was not possible to fully elaborate the
relations between the different aspects of modeling
emotions that 1 described, but I would like to at least
conclude with some questions concerning the attempt fo
ground emotion in an adaptive system,

As Braitenberg (1984) and others have shown, the
observed complexity of behavior does not necessarily need
to be reflected in the underlying mechanism. However, if
we are to believe that there are different mechanisms
underlying emotions, and that they get expressed in func-
tionally different behaviors, the question remains to what
extent the supposed structural complexity of involved
mechanisms can be abstracted. For certain purposes it has
successfully been done in several systems, but the question
becomes more important if a system attempts to ground
cmotions,

If emotion categories are either seen as emergent labels
for the evaluation of prototypical situations or evenis
(modal emotions), or as evolutionarily achieved response
programs (basic emotions), then we have to expect that
emergent emoltions in robots will be different than human
emotions, i.c. all emotion systems of natural or artificial
agents should be expected to be incommensurable if the
niches, and probably even more importantly, the physical
properties of the agent bodies differ significantly.

Even if we can introduce a type of value system to a
robot, 1 personally feel that grounding somehow implies
that we allow the robot to establish its own emotional cate-
gorization which refers to its own physical properties, the
task, the properties of the environment, and the ongoing
interaction with this environment. In this case talking about
mechanisms seems unavoidable.

We can put Auman emotion categories into an artificial
agent. Tt might be useful to use emotions as design
heuristics for adaptive systems, or to describe their
behavior, but can we hope to ground these categories that
have evolved in a different system? Is that a reasonable
goal? With the framework of appraisal theory I also tried to
demonstrate that a theory might be able to abstract from



the niche to a certain extent but to a smaller extent from the
properties of the agent.

One might argue that implementing a certain value
system for an autonomous agent is equivalent to introduc-
ing a sort of emotion system in a broad sense. If one takes
the appraisal dimensions proposed in emotion psychology
as a basis for the value system, one might profit from the
possibility to describe the resulting behavior in known
emotion terms. Whether or not the chosen values are
appropriate depends on the task an agent is designed for,
its physical properties, and the properties of the environ-
ment. In summary, we can put human emotion categories
into an artifact but we will probably not be able to ground
them if the properties of the artifact, its tasks, and its
environment are significantly different. Or we can let a
system develop its own categories, but those might not be
the categories that we are used to, and we do not
necessarily have to dub these system states with emotion
terims.
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6 On Makir —Selievable Emotional Agents Believable
Andrew Ortony

Abstract

How do we make an emotional agent a believable emotional agent?
Part of the answer is that we have to be able to design agents
whose behaviors and motivational states have some consistency.
This necessitates ensuring situationally and individually appro-
priate internal responses (emotions), ensuring situationally and
individually gpprepriate external responses (behaviors and be-
havioral inclinations), and arranging for sensible coordination
between internal and external responses, Situationally appropriate
responses depend on implementing a robust model of emotion
elicitation and emotion-to-response relotions. Individual appropri-
aleness requires g theory of personality viewed as a generative
engine that provides coherence, consistency, and thus some mea-
sure of predictability.

§.1 Making Believahle Emoticnal Agents Believahle

What does it take to make an emotional agent a believable emo-
tional agent? If we take a broad view of believability—one that
takes us beyond trying to induce an illusion of life through what
Stern {chapter 12 of this volume) refers to as the “Eliza effect,” to
the idea of generating behavior that is genuinely plausible—then
we have to do more than just arrange for the coordination of, for
example, language and action. Rather, and certainly in the context
of emotional agents, the behaviors to be generated—and the moti-
vational states that subserve them—have to have some consis-
tency, for consistency across similar situations is one of the most
salient aspects of human behavior. If my mother responds with
terror on seeing a mouse in her bedroom today, I generally expect
her to respond with terror tomorrow. Unless there is some consis-
tency in an agent’s emotional reactions and motivational states, as
well as in the observable behaviors associated with such reactions
and states, much of what the agent does will not make sense. To
_be sure, pecple do not always react in the same way in the same
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kind of situation—there must be variability within consistency, but
equally surely there is some consistency—encugh in fact for it to
be meaningful to speak of people behaving in character. An agent
whose behaviors were so arbitrary that they made no sense would
probably strike us as psychotic, and Parry {e.g.. Colby 1981) not-
withstanding, building psychotics is not generally what we have in
mind when we thick about building believable emotional agents or
modeling human ones.

But consistency is not sufficient for an ageut to be believable. An
agent’s behavior also has to be coherent. In other words, believ-
ability entails not only that emotions, motivations, and actions fit
together in a meaningful and intelligible way at the local (moment-
to-moment) level, but also that they cohere at a more global level-—
across different kinds of situations, and over guite long time
periods. For example, I know that my daughter intensely dislikes

- meat—it dis".gusts her to even think about eating something that
once had a face. Knowing this, I-know that she would experience
_disgust if she were to suddenly learn that she was eating something
that contained meat (e.g., beef bouillon, not vegetable bouillon),
and I would expect her disgust to influence her behavior-—she
would grimace, and push the plate away, and meake some hideous
noise. In other words, I expect her emotion-related behaviors to
be consonant with (i.e., appropriate for) her emotions. But I also
expect coherence with other realms of her life. Accordingly,
I would be amazed if she told me that just for the fun of it,
she had taken a summer job in a butcher’s shop (unless perhaps I
learned that she had teken the job with a view to desensitizing
herself), Clearly, the issue of coherence is an important part of the
solution to the problem of how to construct believable emotional

- agents.

6.2 Consistency and Variability in Emoticns

. It is an interesting fact about humans that they are often able
to predict with reasonable accuracy how other individuals wiil
respond to and behave in certain kinds of situations. These pre-
dictions are rarely perfect, partly because when we make ther, we
generally have imperfect information, and partly because the peo-
ple whose behavior and responses we are predicting do not always
respond in the same way in similar situations. Nevertheless, it
is certainly possible ta predict to some degree what other people

Disgussion
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(especially those whom we know well) will do and how they will -

feel and respond (or be inclined to respond) under varying
circumstances. We also know that certain kinds of people tend
to respond in similar weys. In other words, to some extent,
there is both within-individual consistency and cross-individual
consistency.

So what makes it possible to-predict and understand with any
accuracy at all other people’s_feelings‘, inclinations, and behavior?
At least part of the answer lies in the fact that their emotions and
correspending behavioral inclinations are net randomly related to
the situations in which they find themselves, for if they were, we'd
be unable to predict anything. But if the emotions, motivations,
and behaviors of people are not randomly associated with the sit-
uations whence they arise, there must be some psychological con-
straints that limit the responses that are produced. And indeed,
there are. Sometimes the constraints are very limiting (as with
reflexes, such as the startle response) and sometimes they are less
so—merely circumscribing a set of possibilities, with other factors,
both personal and centextual, contributing tc the response selec-
Hon. But either way, there are constraints on the internal responses
to situations—that is, on the internal affective states and condi-
tions that arise in people—and on the external actions that are
associated with those states and conditions.

Slaman:  You used the word “behavior” several times, and I suspect
you are talking about intentions rather than behavior.

Ortony: Yes, that’s why I called it motivational-behavioral
component.

Sloman:  But it’s absolutely a crucial thing, for example, with regard
to your danghter. She might well be going to work at a butcher’s
for the same kind of reason as somebody who helongs to a police
group might join a terrorists’ organization. It's the intention that is
important, and the behavior might just be an appropriate means.
Ortory: Right. And actuelly I meant to mention this in the imagi-
nary context of my daughter going to work at the butcher’s,
because one thing we would ty to do to maintain our belief that

,people’s behavior is coherent is that we would come up with an

explanation, such as: “she is trying to desensitize herself.” We
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would not feel comfortable letting these two parts of behavior
coexist—we would think that she was crazy ar something.

There are two classes of thecries in psychology that are relevant
to these issues. Theories of emotion, and theories of personality.
Consider first, emotion theories—especially.cognitive ones, which
are often incorporated into affective artifacts. The principal agenda
of cognitive theories of emotion is the characterization of the rela-
tion between people’s construals of the situations in which they
find themselves and the kinds of emotiors that result. The specifi-

. cation of such relationships is a specification of the constraints that

" construals of the world impose on emotional states. And these
constraints are a major source of consistency, both within and
across individuals. At the same time, they are only constraints—
they do mnot come close to fully determining what a particular
individual will feel or do on a particular occasion because they
work in concert with several sources of variation. These are (2)
individual differences in the mappings from world situations to
construals (e.g,, members of the winning and losing teams in a
football pame have different mappings from the same dbjective
event), (2) individual differences in something that we might call
emotionality (e.g., some of the tearn members might be more prone
to respond emotionally to good or bad outcomes than others], and
(3} the current state of the individual at the tme (e.g., current con-
cerns, goals, mood).

Mappings from particular types of emotions to classes of hehav-
joral inclinations and behaviors are similarly constrained, and thus
constitute another source of copsistency. This is an area that only
a few psychologists {e.g., Averill 1982, on anger) have studied in

any very deep way, except with respect to facial expressions (e.g., . .
Fkman 1982), although it was of considerable interest to Darwin

who first wrote about it at length in his 1872 (frst edition}-book,
The Expression of Emotions in Man and Animals. However, prob-
ably because the linkage between emotions and behaviors is often
very flexible, there has heen little effort to develop systematic
‘accounts of it. But again, we know that the relation cannot be ran-
dom, and this means that it ought to be possible to identify some
i)rinciples governing constraints on the relation between what we
feel and what we do, or are inclined to do. And agsin, whereas
there are some constraining principles governing the emotion-

behavior connection—principles that are the source of some con-
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sistency—there are also various factors (e.g., emoctionality, again)
that give rise to variation.

People only get into emotional states when they care about
something (Ortony, Clore, and Foss 1987)—when they view some-
thing as somehow gacd or bad. If there’s no caring, there’s no
emoting. This suggests that the way to characterize emotions is in
terms of the different ways there might be for feeling good or had
about things. Furthermore, many traits can be regarded as chronic
propensities to get inte corresponding emotional states. For exam-
ple, an amxdous person is one who experiences fear emeotions more
easily {and therefore more frequently) then most people, and an
affectionate persan is one who is likely to experience (and demon-
strate) affection more readily than less affectionate people. This
meaus that if we have a way of representing and creating internal
states that correspond te emotions, we can capture many traits too.
This is important because, at the level of individuals—and this is
one of my main points—traits are a major source of emotional and
behavioral consistency.

Many psychologists (e.g., Ortony. Clore, and Collins 1988; Rose-
man, Antonion, and Jose 1996; Scherer 1997) have proposed
schemes for representing the conditions under which emotions are
elicited. In our own work (which in affective computing circles
is often referred to as the OCGC model), we proposed a scheme that
we thought accommodated a wide range of emotions within the
framework of twenty-two distinct emetion types. Over the vears,
Gerald Clore and I, together with some of our students, collected
considerable empirical support for many of the basic ideas. How-
ever, for the purposes of building believable artifacts, I think we
might want to consolidate some of our categories of emoticns. So,
instead of the rather cumbersome (and to some degree arbitrary)
analysis we proposed in 1988, I think it is worth censidering col-
lapsing scme of the original categories down to five distinct posi-
tive and five negative specializations of twa basic types of affective
reactions—positive and negative ones—as shown in table 6.1.

I think that these categories have enough generative capacity to
endow any affective agent with the potential for a rich and varied
emotional life. As the information processing capabilities of the
agent baecome richer, more elaborate ways of characterizing the
good and the bad become possible, so that one can imagine a sys-
tem starting with only the competence to differentiate positive

from negative and then developing progressively more elaborate
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Tahie 6.1 Five specializations of generalized goed and bad teslings (collapsed from Ortony,

Clore, and Collins 1988)

Pasitive reactions
because something good happened (joy, happiness 2tc.)
about the possibility of something good happening (hops)
because a feared bad thing didr’t happen (refief) W
about a self-initiated praiseworthy act (pride, gratification)
about an other-initiated praiseworthy act (gratitude, admiration}
because one finds someone/thing appealing or attractive (love, like, etc.)-

Negative reactions
because something bad happened (distress, sadness, efc.)
about the possibility of something bad happening (fear, etc.)
because a hoped-for good thing didn't happen {disappeintment)
about a self-initlated blameworthy act (remarse, self-anger, shame, etc.)
ahout an other-initiated blamewerthy act (anger, reproach, ete.)
because one finds semeone/thing unappealing or unatiractive (hate, distike, etc.)

The first entry in each group of six s the undifferentiated (positive or negative) reaction, The
remaining five entries are speciaiizations (the first pair goal-based, the second standards-based,
and the last taste-hased).

categories. A simple example of this idea is that fear can be viewed
as a special case of a negative feeling about something bad
happening—with the bad thing being the prospect of something
bad happening. If one adopts this position, then one is left with the

idea that the main driving force underlying all emotions is the reg- -

istration of good and bad and that discrete emotions can arise to

the extent that the nature of what is good and bad for the agent’

can be and is elaborated. Indeed, this may weil be how humans
develop increasingly sophisticated emotion systems as they move
from infancy through childhood to adulthood.

So, specifying a mechanism that generates distinet emotions and
other affective conditions seems not so hard—what is hard is to
make it all believable. As I just indicated, a key issue is the need
for affective artifacts to be able to parse the enviromment so as
to inderstand its beneficial and harmful affordances—a crucial
requirement for consistency, and thus also for believability, And a
prerequisite for doing this is a coherent and relatively stabie value
system In terms of which the environment is appraised. As we
indicated in OCC (and as illustrated in figure 6.1), such. a'system, at
least in humans, is an amalgam of a goal hierarchy in which at
least some of the higher-level goals are sufficiently enduring that

4
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—
Event, Agent, or Object
of appraisal
appraised in tetms of
goals . norms/standards tastes/attitudes
(events) {agents’ actions) (ohjects)
Joy
distress anger pride
gratitude shama
hope love
fear gratification admiration hate
remoerse reproach
relief
disappointment ate. ate. ote.
etc.
' GOAL-BASED COMPOUND $TANDARDS-BASED ATTITURE-BASED
EMOTIORS EMOTIONS EMOTIONS EMOTIONS

Figure 6.1 The relation betwesn different things being appraised, the representations in terms of

which they are appraised, and the different classes of resulting emoticns.

they influence behavior and emotions over an extended period
(rather than transiently), a set of norms, standards, and values that
underlie judgments of appropriateness, fairness, morality, and so
on, and tastes and preferences whence especially value-laden sen-
sory stimuli acquire their value.

Anocther respect in which emotional reactions and their con-
comitant behaviors need some degree of consistency has to do with
emotion intensity. it is not sufficient that similar situations tend to
elicit similar emotions within an individual. Similar situaticns elso
elicit emotions of comparable intensity. In general, other things
{external circumstances, and internal conditions such as moods,
cuwrrent concerns, ete.) being equal, the emotions that individuals
experience in respanse to similar situations, and the intensity with
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which they experience them, are Teasonably consistent. Emction-
ally volatile people explode with the slightest provocation while
their placid counterparts remain uvnmoved. In this codnection, I'm
reminded of a colleague (call him G) whom my {other) colleagues
and T krow to be wausually “laid back” and unemoticral. One day
several of us were having lunch together in an Italian restaurant
when G managed to splash a large amount of tomato sauce all over
his brilliant white, freshly laundered shirt. Many people would
have become very angry at such an incident—] for example, wauld
1o doubt have sworn profusely, and for 2 long time! G, on the other
hand, said nothing; he revealed no emotion at ell—not even as
muck as 4 mild kind of “ch dear, what a bother” reaction; he just
quietly dipped his napkin into his water and started trying to wipe
the brilliant red mess off his shixt (n fact making it worse with
every wipe}, while cerrying on the conversation as though nothing
bad happened. Yet, unusual as his nonreaction might have been
for people in general, those of us who witnessed this were not at all
surprised by G’s reaction falthough we were thoroughly amused)
because we all know G to be a person whe, when he emotes at all,
consistently does so with very low intensity—that’s just the kind of
person he is, that's his personality.

6.3 Consistency and Variability in Emotion-Related Respanse Tendencies -
The tomato sauce episode mot only highlights questions about

emotion intensity, it also, for the same reascn, brings to the fore
the question of the relation between (internal) emotional states and
their related behaviors. To design a computational artifact that
exchibits a broad range of believeble emotional behavior, we have
to be able to identify the general principles gaverning the relation
between emotions and behavior, or, moze accurately, behavioral
snclinations, because, as Ekman (e.g., 1982) has argued so persua-
sively, at least in humans, social and cultural norms {display rules)
often interfere with the “patural” expression {both in the face, and
in behavior) of emotions. -

Associated with each emotion type is a2 wide varisty of reactions,
bekaviors, and behavioral inclinations, which, for simplicity of
exposition, I shall refer to collectively as “response tendencies” (as
distinct from responses), Response tendencies range from involun-
tary expressive manifestations, many (€.g., flushing) having imme-

diate physiological causes, through changes in the way in which ~
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information is attended to and processed, to coping responses such
as goal-oriented, planned actons (e.g., taking revenge). From this
characterization alone, it is evident that one of the most salient
aspects of emotional behavior is that some of it sometimes.is vol-

untary and purpaseful (goal-oriented, planned, and intentional)

and some of it is sometimes involuntary and spontamecus—as
when a person flies into an uncontrollable rage, trexmbles with fear,
blushes with embarrassment, or cries with joy.

Figure 6.2 sketches a general way of thinking about the con-
straints on the response tendencies for emotions. It shows three
major types of emeotion response tendencies (labeled “expressive,”
“informaticn-processing,” and “coping”}, each of which is elabo-
rated below its corresponding box. The claim is that all emotion -
responses have these three kinds of tendencies associated with
them. Note, however, that this is nof the same as saying that in
every case of every emotion, these tendencies have observable
concomitants—they are fendencies to behave in certain ways, not
actual behaviors. The first group—the expressive tendencies—are
the vsually spontaneous, involuntary manifestations of emotions
that are often referred to by emotion theorists (following Darwin)
as emotional expressions. These expressive tendencies are of three
kinds: somatic (i.e., bodily), behavioral, and communicative (both
verbal and nonverbal). Consider first the somatic tendencies. These
are almost completely beyond the control of the person experienc-
ing the emotion. For instance, the box marked “somatic” in figure
6.2 has a parenthetical “flushing” in it. This {and the other paren-
thetical entries) is presented (only) as an example of the kind of
response tendencies that one might expect to find in the case of
anger; it should be interpreted as indicating that when someone
is angry, one possible somatic manifestation is that the person
grows red in the face. Notice that this is not scmething that he or
she chooses to do. We do not chaose ta flush—our physiology does

- it for us, without us asking.

The next class of expressive tendencies are the behavioral ones.
Again, these tendencies are fairly antomatic, often hardwired, and
relatively difficult (although not always impossible) to control;
they are spontsneous actions that are rarely truly imstrumental
(although they might have vestigial instrumentality), such as kick-
ing something in anger. So, to continue with the example of anger,
I heve in mind not the reasoned planful behaviors that might
be entertained as part of a revenge strategy (they belong to the
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55 “coping™ category}, but the more spontaneous tendencies to exag-
E . y é;L g, gerate actions (as when one slams a door that one might have oth-
g% % 3 S E erwise close.d qmetly],.or the tendency to perform almost symbolic
gg% - EE gfstur;lln acnonsﬁizzlbelt, often culturaliy learned ones) such as
g g2 clenching one's fist. ,
2 = ; é% i} E% Finally, I have separated out communicative tendencies (while
g ES _% “;: ® realizing that symbolic acts such. as fist clenching also bave com-
o EE & ; f’% municative value) as a third kind of expressive response tendency.
s = E 'g? 5till, I wish here te focus mere on communication through the
&% [ pE B face, because historically this has been so central to emotion
‘ :gé @ = research. Commuricative response tendencies are those that have
N Eg =5 the capacity to communicate information to others, even though
e 5 28 iﬁ% they are often not intended to do so. They have communicative
Ejﬁé % E value because they are (sometimes pan-culturally) recognized as
é g ;§, & 5 symptoms of emotions. They include nonverbal manifestations in
c & £2 % 2 the face, including those usually referred to by emotion theorists
2 3 E % = E as “facial expressions” (e.g., scowling, furrowing of the brow), as
g2 £g -~ E & well as verbal manifestations (e.g., swearing, unleashing tarrents of
g - 5% T a invectives), and other kinds of oral (but nonverbal) responses such
& ég £ ; as growling, screaming, and laughing.
= 5 g § Tke second, information processing, component has to do with
2% s E changes in the way in which informaticn is processed. A major
H E_% E i aspect of this is the diversion of attention (again often quite invol-
| é E é untary) from those tasks that were commanding resources prior
g - 3 to the emotion-inducing event to issues related to the emotion-
§ _5 g = inducing event. One of the most striking cases of the diversion
§§ £ 5 of attentional rescurces is the all-consuming obsessive focus that
. & E I pecple often devote to situztions that are powerfully emotional. In-
2 TgEE’ g humans, this obsessive rumination can be truly extraordinary and
8 %5 B2 often quite debilitating, as so convincingly depicted in much of
g §§ “«’g?f; the world’s great literature—consider, for example, Shakespeare’s
- E S Othello. The second part of the information processing respense
EEE has to do with updating beliefs, attitudes, and more generally eval-
£EE uations about other agents and cbjects pertinent to the emotion-
2% ~ inducing event—you increasingly dislike your car when it
T 5:%2 ‘; repeatedly infuriates you by breaking down on the highway,
- u_a_, whereas your liking for an individual increases as he or she

repeatedly generates positive affeet in vou (Ortony 1991).

Finelly, there are coping strategies, of which I have identified
two kinds. Ope of these, problem-oriented coping, is what emotion
theorists usually have in mind when they talk about coping;
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namely, efforts to bring the situation under control—to change or
perpetuate it—with the goal of improving a bad sitzation, or pro-
longing or taking advantage of a geod one. In the case of anger,
pecple often seek to do something that they think might prevent a
recurrence of the problem, or that might somehow fix the problem.

The more interesting kind of coping is emotion-oriented coping.
This kind of coping has to do with meanaging emotions ther-
selves—either one’s own, or those of some other agent or agents
involved in the emoton-inducing situation. Self-regulating
emation-oriented coping responses focus on one's own emotions.
For example, if I am angry I might try to calm down, perhaps as a
precursor to developing a sensible plan to solve the problem, or per-
haps simply because I don’t like the feeling of being out of control.
The other-modulating emotion management strategies can serve
various purposes. For instance, if I induce distress in you because
of what you did to me, not only might it make me feel better (i.e.,
it might help me to manage my own emotion of anger, hence
the association in the figure hetween selfregulating and other-
modulating responses), but it might also make you more likely to
fix the problem you caused me (hence the link between emotion-
ariented and problem-oriented responses). So, for example, sup-
pose you are angry at somebody for smashing into your car.
Developing or executing a plan to have the car fixed is a problem-
oriented resporse, as would be a desire to prevent, block, or other-
wise interfere with the antagonist's prospects for doing the same
kind of thing again. But one might also try to modulate the antago-

nist's emotions by retaliating and getting one’s own back so as to

“make him pay for what he did to me,” or one might try to induce
fear or shame in him to make him feel bad, all with a view to mak-
ing one’s self feel better. There is no requirement that any of these
responses be “rational.” Indeed, if we designed only rational emo-
tion response-tendencies into our emotional agents, we would
almost certainly fail to make our emotional agents believable.

So the general claim is that a major source of consistency derives
from the fact that all emotions constrain their associated response
tendencies and all emotions have all or most of these tendencies. It
should be clear from this discussion, and from takle 6.2 (which
indicates how the various constraints might be manifésted in the
emotions of anger and fear) that there is plenty of rcom for indi-
vidual variation. Just as in the case of the emotions themselves,
much of this variation is captured by iraits—so many, although
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Table 6.2 Sample manifestation of the differant components for fear emotions (uppar panel} and
for anger emotions (lower panal)

Expressive

Information
Processing

Coping

Somatic
Behavloral
Communicative nonverbal

Attentlonal
Evaluative
Emotion Self-reguiating

Emotion Other-modulating
Problem-orlented coping

Trembling, shivering, turning-pale, plloerection
Freezing, cowering

Screaming

Obsessing about event, etc.

Disliking source, viewlng self as powerless/victim
Calming down, getting agip

Scaring away

Getting help/protectmn, escaping, elfminating threat

Expressive

Information
Pracessing

Coping

Somatic

Behavioral
Communicative verbal
Communicative nonverkal

Attentional
Evaluative
Emotion Self-regulating

Emotion Other-modulating
Problem-oriented coping

Shaking, flushing

Fist-clenching

Swearing

Scowling, frowning, stomping, fist-pounding, etc.
Obsessing about event, gtc,

Disliking and despising source

Galming down, getting a grip
Gausing distress to antagonist
Preventing contlnuation or regurrence of prablem

not all, of the ways in whick a timid person responds to anger-
inducing situations are predictably different from the ways in
which an aggressive person responds.

] 4 Why Personality?

Traits are the stuff of personality theory. Personality psychologmts
disagree as to whether personality should be viewed merely as
an empirical description of observed regularities, or whether it
should be viewed as a driver of bebavior. But for pecple inter-
ested in building affective artifacts, personality can only be inter-
esting and relevant if one adopts the second position. If one really
wants to build believable emotional agents, one is going to need
to ensure situationally and individually appropriate intermal re-
sponses (emotions), ensure situationally and individually appro-
priate external responses (behaviors and behavioral inclinations),
and arrange for sensible coordination between internal and exter-
nal responses. Situationally appropriate responses are controlled
by incorporating models of emotion elicitation and of emotion to
emcton-responses of the kind T have just outlined. But to arrange
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for individual appropriateness, we will have to incorporate per-
sonality, not to be cute, but as a generative engine that contributes
to coherence, consistency, and predictability in emotional reac-
tions and responses. The guestion is, how can we incorporate per-
sonality into an artifact without doing it trait by trait for the
thousands of traits that make up a personality? In their famous
1938 monograph, Trait Names: A Psycho-lexical Study, Allport
and Odbert identified some 18,000 English words as ‘rait descrip-
tors, and even though mauy of the terms they identified do not in
fact refer to traits, the number sill remains very large.

Trying to construct personelities in a more or less piecemeal
fashion, trait by trait, is probably quite effective if the number of
traits implemented is relatively small and if the system complexity
is relatively limited. To some extent, this appears to be the way
in which emotional behaviors and expressiens are constrained in
Cybercafé—part of Hayes-Roth’s Virtual Theater Project at Stan-
ford (e.g., Roussean 1996), and to an even greater extent, in Virtual
Petz and Babyz (see Stemn, chapter 12 of this volume), and anyone
who has interacted with these characters knows how compel-
ling they are. However, if one has more stringent criteria for
believability—as one might have, for example, in a soft-skills busi-
ness iraining simulation, where the diversity and complexity of
trait and trait constellations might have to be much greater—I sus-
pect that 2 more principled mechanism is going to be necessary to
produce consistent and coherent (i.e., believable) characters. Note,
incidentally, that this implies that “believability” is a context-, or
rzther application-dependent notion. A character that is believable
in an entertainment application might not be belisvable in an edu-
cation or training application.

One solution to the problem of how to achieve this higher level
of believability is to exploit the fact that traits don’t live in isola-
tion. If we know that someane is friendly we know that he has a
general tendency or disposition to be friendly relative to people
in gemeral; we know that in a situation that might lead him to
be somewhere on the unfriendly-friendly continuum, he is more
likely to be toward the friendly end. However, we also know some
other very important things—specifically, we koow that he is
likely to be kind, generous, outgoing, warm, sincers, helpful, and
so on.'In other words, we expect such a person to exhibit a number
of correlated traits. This bzings us back to the question of behav-

ioral coherence. There is much empirical evidence that traits clus- =~ "
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ter together and that trait space can be characterized in terms of
a smell number of factors—varying in number from two to five,
depending on how one decides to group them. For our purposes
here, the question of which version of the factor structure of per-
sonality one adopts may not be crucial (although I do have a per-
sonal preference). What matters is that the factor structure of trait
space provides a meaningful way t0 organize traits. What matters
is that it provides a meaningful and powerful reduction of data
to note that people whom we would normally describe as being
outgoing or extroverted (as opposed to introverted) tend to be
sociable, warm, and talkative, and that people who are forgiving,
good-natured, and softhearted “we generally think of as agreeable
or likeable (as opposed to antagonistic). Similarly, people who
are careful, well organized, hard workirg, and reliable we tend
to think of as being conscientious (as opposed to negligent).
These (extroversion, agreeabledess, and conscientiousness) are
three of the “big five” (e.g., McCrae and Costa 1987} dimensions of
personality—the other two being openness {as opposed to closed
to new experiences), and neuroticism (as opposed to emotional
stahility). :

The key peoint here is that such clusters, such. groups of tenden-
cies to behave and feel in certain kinds of ways, constitute one
source of behavioral and emotional cansistency and hence pre-
dictability of individuals. Viewed in this way, personality is the
engine of behavior. You tend to react this way in situations of this
kind because you are that kind of person. Personality is a (partial)
determiner of, not merely a summary statement of, behavier. Con-
sistent with this view (which is certainly not shared by all person-
ality theorists) is the fact that some compoments of perscnality
appear to be genetically based. All this suggests that to build truly
believable emotional agents, we need to endow them with person-
alities that serve as engines of consistency and coherence rather
than simply pulling small groups of ‘raits out of the thin air of
intuition. '

A general approach to doing this would be to identify generative
mechanisms that might have the power to spawn a variety of par-
ticular states and hehaviors simply by varying a few parameters.
Many of the proposals in the personality literature provide a
basis for this kind of approach. For example, one might start
with the distinction between two kinds of regulatory focus (e.g.,
Higgins 1998), namely, prometion focus in which agents are more
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concerned with attempting to achieve things that they need and
want (e.g., they strive for nurturance, or the maintenance of ideals).
Promotion fogus is characterized as a preference for gain-nongain
situations. Tn contrast, with prevention focus, agents seek to guard
against harm (e.g., they strive for security) and exhibit a preference
for nonloss-loss situations. Thus reguiatery focus is & fundamental
variable that characterizes preferred styles of interacting with
the world. Different people at different times prefer to focus on the
achievement of pleasurable outcomes (promotion fogus), or on
the avoidance of painful outcomes {prevention focus). These are
essentially the same constructs as approach meotivation and avoid-
ance motivation (e.g., Revelle, Anderson, and Humphreys 1987),
and are closely related to the idea that individuals differ in their
sensitivity to cues for reward and punishment (Gray 1994). This
can be clearly seen when we consider people’s gambling or sexual
behavior {(sometimes there’s not much difference]: Those who are
predominantly promotion focused (sensitive to cues for reward)
focus on the possible gains rather the possible losses—they tend
to be high (as opposed to low) on the personality dimension of
impulsivity; those with a prevention focus (semsitive to cues for
punishment) prefer not to gamble so as to avoid the possible
losses—these people tend to be high as cpposed to low on the
anxiety dimension.

If an individual prefers one regulatory strategy over another, this
will be evident in his bekaviors, in his styles of interaction with
the world, and with other agents in the world, and as such, it con-
stitutes ome aspect of personality. Probably the most productive
way to thirk about regulatory focus is that in many of our encoun-
ters with the world, a little of each is present—the question then
becomes, which one dominates, and to what degree. Different peo-
ple will have different degrees of each, leading to different styles of

interacting with the world. Still, some of each is what we would

ordinarily strive for in designing an affective artifact. Without some
counterbalancing force, each is dysfunctional. For example, unbri-
dled promotion focus is associated with a high tolerance for nega-
tivity (including a high threshold for fear, pain, and the like), and
that comes pretty close to being patholegically reckless behavior.

I think it is possible to exploit these kinds of ideas in a princi-
pled way in designing our artifacts. We might start with the ideas
of psychologists such as Fysenck, Gray, Revelle, and others {e.g.,
Rolls 1999; chapter 2 of this volume) who take the position that
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there are biological substrates of personality (such as cue sensitiv-
ity). The virtue of this kind of approach is that it provides a bio-~
logical basis for patterns of behaviors and, correspondingly,
emotions, which can serve as the basis for generating some sort of
systematicity and hence plausibility or believability of an artificial
agent. Which particular activities &8 human agent actually pursues
in the real world is of course also dependent on the particular sit-
uation and local concerns of that agent, as well,/ne daubt, as on
other biclogically based determinants of other components of per-
sonality. But at least we have a scientifically plausible and compu-
tationally tractable place to start, even though the specification of
exactly how this can be done remains a topic for future research.

Discussion: On Modeling Emotion and Personalily

Bellman: Sa you are telling me that personality would be this core
biological basis that somehow constrains behavioral inclinations.
I have been bothered for a long time about a lot of research in
emotions, because I am cornfused by the tendency to want to have
oversimplified models—why people keep trying to reduce the
space to two or three bases. There are many disciplines that I have
been in which try to take complex multidimersional problems and
reduce them to two or three bases. And, yes, you can do that at
some level, but you usually lose most of the interesting stuff when
you do that. ’

Sioman: I have a worse problem: Why try to find any number of
dimensions as oppesed to finding what the underlying architecture
is and generating these things?

Bellman: But the underlying architecture doesn't have to be some-
thing with only two or three reinforcement/nonreinforcement
bases, Why should that be the undexslying architecture?

Rolls: The anly theory is that one tries to get a principled approach
here instead of doing something like factor analysis. The idea is
to say something like this: So, what is it that causes emotion? If
one would recreate and operationalize things where reinforcers are
involved—most people find it difficult to think of exceptions to
that—then one ocught to pursue that idea and ask: What sorts of
reinforcers are there? You know, you can give positive and nega-
tive reinforcement, you can withdraw positive and negative rein-
forcement. The second question is: What comes out of that? The
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nice thing that Andrew is pointing us towards here is that person-
ality might drop out of that research. If some individuals, by their
genes, were a bit less sensitive to nonreward, or a bit less sensitive
to punishment, it turns out that you would categorize them as
extraverts. And so, one gets the dimension of personality wiihout
baving to buy into any sort of special engineering specifications.

Ortony: But personsality has consequences, because it constrains
behaviors down the road, individual behaviors and motivations,
and it makes one more likely to gamble in casinos and more likely

to engage in unsafe sex and more likely to do a whole host of '

things which actually make people look as though they are indi-
viduals with some sort of stable underlying behavioral patterns.
Rolis: The idea is that here, then, is a sort of scientifically princi-
pled way to get personality. And I agree with your notion about
consistency, but it is one of the quite nice things that come with
personality. Notice that consisténcy is slightly different to persis-
tence of emotions: If you have a nonreward, it’s helpful on the
short-time scale to keep your behavior directed towards a reward.
So, the emotional state ought to be continuing slightly. Consis-
tency, on the other hand, is more of a long-term requirement for
believable agents: Next time you come round to that similar situa-
tion for that individual, it makes sense if they behave in a some-
what similar way. At least we as biclogical orgamsms do, perhaps
for the reasons that we have discussed.

Bellman: The comment was not that there aren’t some important
principles. 1t is exactly how we model those important principles. 1
will give you a simple example: If we teke language generation, we
can model it, as we have learned to do over time. It has been very
difficult, with all sorts and kinds of generative grammars. That’s a
very different kind of modeling than from a simple combinatorics. I

don't know any cases, but one could imagine language as having -

been modeled as if it were a simple combinatoric problem. And
eventually, peaple shifted to more interesting underlying modeling
with grammars. That’s part of my point: 1 don’t see any reason
why we should suppose, just because of a positive medeling, a
simple combinatoric space. That’s what my comment was chrer.:ted
towards, not the lack of principles.

Sloman: But are you talking zbout building sy‘ﬁthetic artifacts for
some purpose, which may be useful, or are you talking about how
hurnan beings work? Because, if it’s the latter, there are going to be
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constraints, and you can go and find out the biological bases, you
can go and find out how the brain is invalved.

Beliman: But there are lots of constraints that we know about in
human language generation.

Sloman:  So, the answer to your question is: Technically, you can
take as many constraints as you get a handle on. And you do the
best you cac. And then someone else may come and have a better
solution.

Bellman: Ok. I am suggesting a different style of modeling for it.
I think that there is 2 long history of emotional modeling.

Petta: If you talk about human beings, the society and the envi-
ronment as such are so coruplex that perhaps you have to leave

" out that part and just concentrate on the individual. You make an

analysis of how the individual describes itself and end up with this
collection of traits, which always just refers to the first person
point of view. What I think is important however, especially when
you are talking about artifacts, is that perhaps way more efforts
should be put into performing a thorough lifeworld analysis—to
use the terminology of Agre. You would have to lock at the whole
system, what the environmenrt provides and what kinds of cou-
plings there are between a single architecture and between dif-
ferent instances of the architecture and/or what could happen in
the environment, what kinds of dimensions, effects, and kinds of
dynamics are relevant for your artifact. Personality, after all, is also
samething that is perceived about the other.

Sloman: Could you give an example of the kind of coupling you
talked about?

Pottz:  Especially when you desigo .an arfifact, you want it to
behave within given constraints, These constraints typically are
characterized by, for instance, what kinds of interactions you want
to occur, what kind of dynamics, how you want to stabilize its
behavior. And once you know that, you can take a look at what
happens in that environment, what can take place over a certain
amount of time and how that relates to the possibilities of the
agent, what its perceptional capabilities are, what its choice of
actions is. Then you can stert to consider how to consirain or
direct those elements. Where do you put the incentives, where do
you rather expand, where do you rather suppress? And these, in
some; turn out to be biases, constraints, which again can have their
own dynamics coupled to the environment, and which, I would
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agsume, should lead to something recognizable as a certain
personality.
Ortony: Part of this, I think, has to do with a fact that I did not talk
about, the appraisal side. Alsc, you want a level of description, if
you are thinking about this in general, that goes beyond any par-
ticular design intention we may have. So, in thinking in general
about what you want to do when you construct believable agents,
you are not going to have one set of criteria for a person or a sys-
tem, and a different set of criteria for what makes it believable. For
a pet robot, for example, you have to have some level of descrip-
tion that characterizes the interaction which organisms are likely
to have in a physical wozrld. So, this gets vou to things like this, but
stuff happens that gets appraised. Again, there are individual dif-
ferences, but there are also similarities with respect to our goals.
The norms or standards that we use to make judgments of the kind
that lead us to approve or disapprove of things, which is different
from goals, although they could in. fact be collapsed if you said that
you had a goal to maintain order or something. But the point is, it
does not matter what the goals of the organism are. It only matters
that it indeed has some goals. It is very difficult to imagine build-
ing an emotionally believable artifact which dido't have goals.

So, once you adit that it has got goals, the architecture should
be such that it’s impervious to the particular kind of goals. It only

cares what happens when goals are satisfied or blocked or failed. -

This really comes down to how you characterize the underlying
value systern in terms of which appraisals of the environment you
are constructing. Is that an answer to your question or not?

Petta: Partly, because, actually, I refer to the box with norms and
standards (cf. figure 6.1}, because this is where you introduce
aspects of the society which are beyord the individual. So, this is
just one very evident spot where you gather stuff that is external to
the single individual and put it into your picture.

Sloman: But if that does not get internalized by the individual, it
has no effect on the individual’s behavior,

Pettax Yes, sure. Obviously, there must be a connection, there must
be a coupling.

Sloman: Can I, in this context, say something which, at first, will
contradict with what you say? You have heen saying that you need
consistency because of the predictability of personality, Now, if
you actually look at human beings, but not necessarily at other
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animals, you will find that there may be consistency in 2 particuia:
individual's behavior in a certain context only. If you put him in
another context, you will get a different collection of behaviars, '
which is itself consistent. So, at home with your family, you may
be kind and generous and thoughtful, whereas being in the aggres-
sive MIT A Lab or in the office, where there is a lot of competition
and insecurity, you may suddenly behave in a very different way,
but consistently in itself. I think that would not be possible for
other animals.

Ortony: It might actually: animal as parent and animal as hunter,
for example.

Sloman:  Yes. In that case, it may be a very general characterization
that, in some sense, there is not a single personality, there are sub-
personalities which get tirned on and off by the context.

Pettz: By the context, by the environment. That's precisely my -
point. :

Oriony: Yes and no, is my reaction. At some level, of course, it's
frue that we are going to behave less aggressively in an environ-
ment im which the interpersonal interactions are characterized by
love, affection, and familial relations, than when we are in a hostile
or in a competitive environment—at the workplace, for example.
Elictt You cen have one personality that appraises everything
always the same way, but it's appraising different things at differ-
ent times,

Sloman: But even cues for punishment or reward might be a vari-
able factor. They may be consistently low in this situation and
consistently high when you are in that sifuation.

flliot: Also, you can’t leave out that individuals are highly affected
by moods, too, in that you can characterize being in the workplace
as placing yourself in an aggressive mood. :

Ortony: Let’s teke a dimewnsion like friendliness—a person you
characterize as a friendly person would be represented on one side
of a curve for “friendliness” in a group. But, for this partcular
individual, it is still true that there is a distribution of behaviors
relative to his own behaviors, such that some of his behaviors are
friendly and some are unfriendly. But this distribution lies inside
the “friendly” sector with respect to the reference group.

Sioman: And that distrfbution might shift with context for the same
individual.
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Rolls:  So, is the bottom line of this that your sensitivity to reward
and punishment could be relatively set, but the actual coping
strategies that you are bringing into play in different environments
are appropriate for that particular environment? For example, if
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The basic biology might—successive to the reward and pun-
ishment—be unchanged, but then you have different, as it were,
coping strategies. '
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that there ave at least two possibilities to explain context depen-
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AFFECT ASSESSMENT THROUGH
SELF-REPORT METHODS

JOHN HUMRICHOUSE, MICHAEL CHMIELEWSKI,
ELIZABETH A. MCDADE-MONTEZ, AND DAVID WATSON

Affect emerged as a central concept in psychology during the 1980s,
and affective science has flourished ever since. To document this explosion
of interest, we conducted a search of the PsycINFO database using the key-
words affect, emotion, emotions, emotional states, and mood. This search gener-
ated 7,083 hits during the 5-year period from 1980 to 1984. Since 1984, the
number has increased dramatically, rising to 11,374 (1985-1989), 16,478
(1990-1994), 24,602 (1995-1999), and finally to 33,828 during the most
recent 5-year period (2000-2004).

The explosion of scientific interest has created an acute need for reli-
able and valid measures of affect. In this chapter, we provide a brief introduc-
tion to the self-report assessment of affect. The chapter is organized into
three main sections. First, we define and distinguish among affective terms
and address the basic underlying structure of affect. Second, we review and
evaluate existing self-report measures of affect. Third, we discuss basic con-
siderations in affect measurement (e.g., construct validity, reliability, and
sources of measurement error) and make general recommendations about
assessing affect through self-report methods.
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Before one can assess affect intelligently, it is important to define sev-
eral constructs that are relevant to this area of investigation (i.e., affect,
emotions, and moods). Affect is a broad overarching construct, encompass-
ing both emotions and moods. It is what one is experiencing or feeling, ei-
ther pleasant or unpleasant, with varying levels of intensity, duration, and
triggers or patterns of activation (Gray & Watson, in press). Watson (2000)
argued that one’s waking experience invariably is spent in some affective
state and referred to this continuous affective experience as a “stream of af-
fect [that] typically is experienced as mildly to moderately pleasant” (p. 15).

Within the domain of affect, emotions have been defined as biobehavioral
systems comprising at least four core components: (a) a subjective experi-
ence, (b) a physiological reaction, (c) an expressive component (e.g.,afacial
expression), and (d) a behavioral response (Watson & Vaidya, 2003). For
example, the emotion of fear comprises the subjective experience of appre-
hension, the physiological reaction of increased heart rate and general sym-
pathetic activation, the facial expression of raised eyebrows and wide-open
eyes, and the behavioral response of either freezing or fleeing. These compo-
nents occur as part of an intense, coordinated response that lasts for a very
brief period of time, usually for only a matter of seconds or minutes. Affec-
tive experiences comprising these four components have been conceptual-
ized as basic emotions. Although there is no consensual taxonomy of basic
emotions, most models include anger, disgust, fear, sadness, interest, joy, and
 surprise (Watson, 2000).

Moods are similar to the subjective components of emotions—they repre-
sent the subjective aspects of one’s experience. Moods have an evaluative
quality of being either positive or negative and can vary in relative intensity
and duration. However, many mood states do not reflect basic emotional
responses because they do not clearly exhibit all four components men-
tioned earlier (Watson, 2000; Watson & Vaidya, 2003). For example, the
classic emotion of anger involves dramatic manifestations of all four com-
ponents; in contrast, the experience of an irritable mood need not impli-
cate the other three components (e.g., the face may not exhibit a prototypic
anger expression). Additionally, the concept of mood includes an array of
low-intensity states (e.g., calm, quiet, sleepy) and mixed states (e.g., nos-
talgia) that are not traditionally considered to represent emotions. There-
fore, moods encompass a broader range of subjective states than classically
defined emotions.

Whereas emotions are brief and intense, moods can be less dramatic
and can last much longer. Considering that emotions are generally of greater
relative intensity than moods, there are adaptive advantages (e.g., conserva-
tion of energy and bodily resources) to experiencing these states relatively
infrequently (see Watson, 2000). Indeed, experiencing prolonged, intense
emotional states may be maladaptive and indicative of psychopathology (Clark
& Watson, 1994). For example, panic disorder is characterized by an intense
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negative emotional episode that essentially represents a prolonged (and
situationally inappropriate) fear response.

On the basis of an analysis of thousands of momentary observations,
Watson (2000) estimated that as little as 17% of our waking time may be
spent experiencing intense affective states reflecting classical emotions. There-
fore, moods comprise a much larger part of the continuous “stream of affect.”
Additional analyses have indicated that people show consistent and stable
individual differences in their tendency to have both positive and negative
mocd states. These findings have led researchers to distinguish between state
affect (i.e., current short-term fluctuations in mood) and trait affect (i.e., stable
individual differences in the tendency to experience different types of mood;
see Watson, 2000; Watson, Clark, & Tellegen, 1988).

Another distinction between emotions and moods lies in the activa-
tion or triggers of these affective states. Generally, emotions have an identi-
fiable trigger or event that activates the coordinated response. On the other
hand, moods often seem to arise without a clear trigger or reference point
and later dissipate without a clear intervention or change in the environ-
ment. Thus, for instance, a person may experience a low, dysphoric mood
without knowing why. One reason for this is that moods are strongly influ-
enced by a variety of endogenous processes, such as circadian rhythms (see
Watson, 2000, chap. 4; Watson, Wiese, Vaidya, & Tellegen, 1999). Like-
wise, psychopathology may involve strong affective responses without clear
precipitants, as is seen in generalized anxiety disorder, which is defined by “pro-
longed, moderately intense anxiety in the absence of an overt stressor” (Clark
& Watson, 1994, p. 135).

Researchers should consider how these key distinctions between mood
and emotions (i.e., intensity, duration, and breadth of activation) may be
relevant to particular investigations of affect and psychopathology. On the
basis of the considerations we have discussed, most self-report measures of
affect—regardless of their names or intended target constructs—are better
viewed as assessing moods rather than emotions, because they invariably as-
sess responses ranging widely in intensity and duration, even when adminis-
tered in clinical samples. We emphasize, however, that emotions and moods
are not mutually exclusive and that both may be influenced by similar pro-
cesses and share some common components (Clark & Watson, 1999), an
insight captured nicely by Davidson (1994): “It also appears to be the case
that moods and emotions dynamically interact in important ways. Emotions
can lead to particular moods and moods can alter the probability that par-
ticular emotions will be triggered” (p- 53).

THE STRUCTURE OF AFFECT

To optimally define and assess affective experiences, it is necessary to
understand the underlying structure of affect. Historically, there have been
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two basic approaches to assessing the structure of affect: (a) discrete or spe-
cific affect models and (b) dimensional schemes. First, we briefly discuss dis-
crete affect models and review issues associated with them. Next, we discuss
the basic characteristics of dimensional models, focusing on two particularly
popular schemes. Third, we describe an integrated three-level hierarchical
model that neatly integrates all of these other schemes (Tellegen, Watson,
& Clark, 1999).

Specific or Discrete Affect Models

Specific or discrete affect models posit the existence of specific types of
affect and generally focus on emotions such as happiness, fear, anxiety, sad-
ness, and anger (Gray & Watson, in press; Watson & Vaidya, 2003). This
approach has been supported by a wide array of empirical evidence. Most
notably, structural analyses of mood terms repeatedly have identified well-
defined content factors corresponding to these specific affect states. More-
over, a common core of discrete affects—including fear, sadness, and
anger—have emerged consistently in analyses based on widely varying item
pools and diverse samples of respondents (Watson & Clark, 1997, 1999;
Watson & Vaidya, 2003).

Having said that, however, we also must discuss two key problems asso-
ciated with this approach. First, although a few core states are universally
recognized, we still lack a compelling taxonomy of affect at the discrete, lower
order level. That is, even after more than 50 years of study, affect researchers
have not reached a consensus regarding the basic discrete states that must be
included in any complete and comprehensive assessment of affect (see Watson
& Clark, 1997; Watson & Vaidya, 2003). Second, structural analyses have
established that measures created to assess specific affects typically show only
limited discriminant validity (Watson & Clark, 1997). That is, measures of
similarly valenced affects tend to be strongly intercorrelated, establishing a
substantial level of nonspecificity in the data. For example, people who re-
port feeling anxious also report feeling sad, angry, and guilty. In fact,
multitrait-multimethod analyses consistently demonstrate much stronger
evidence for nonspecificity (i.e., significant positive correlations among mea-
sures of different, similarly valenced affects) than for specificity (i.e., unique
relations between different measures of the same target affect; Diener, Smith,
& Fujita, 1995; Watson, 2000; Watson & Clark, 1992).

Dimensional Models of Affect

This evidence of strong nonspecificity indicates that mood can be char-
acterized by a smaller number of general dimensions, thereby stimulating the
development of dimensional models. Although three-dimensional schemes

also have been proposed (see Watson & Tellegen, 1985), most attention has
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Figure 1.1. The two-factor structure of affect. From “Toward a Consensual Structure
of Mood,” by D. Watson and A. Tellegen, 1985, Psychological Builetin, 98, p. 221.
Copyright 1985 by the American Psychological Association.

been given to two-dimensional structures. On the basis of analyses of facial
expressions and similarity ratings of mood terms, Russell (1980) proposed a
two-factor dimensional model of affect that can be visually represented as a
circumplex (i.e., mood terms mapped onto the perimeter of a circle within a
two-dimensional space). In Russell’s model, the circumplex is defined by two
strongly bipolar dimensions: Pleasure~Displeasure and Arousal-Sleep. This
model particularly emphasizes the bipolarity of the Pleasure-Displeasure di-
mension; that is, pleasant (e.g., happy, cheerful) and unpleasant (e.g., sad,
lonely) affect are viewed as opposite ends of a single continuum. This mode]
therefore suggests that one cannot simultaneously experience negative and
positive affects and that the ends of the continuum should be highly nega-
tively correlated.

On the basis of self-report data from several studies, Watson and Tellegen
(1985) created a similar circumplex structure that is a rotational variant of
Russell’s model. Specifically, both schemes can be mapped onto a common
circumplex structure with approximately a 45-degree rotation separating the
two sets of reference axes (see Figure 1.1). Watson and Tellegen’s model
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emphasized two factors—Positive Affect (PA; also labeled Positive Activa-
tion) and Negative Affect (NA; also called Negative Activation)—that are
largely unipolar and independent of one another. PA comprises mood terms
such as active, excited, energetic, and strong, whereas NA is defined by terms
such as distressed, guilty, hostile, and nervous. This model, with the largely
independent factors of PA and NA, allows for the simultaneous experience
of positive affect states and negative affect states; thus, according to this
scheme, a person can feel both nervous and enthusiastic at the same time.

Watson and Tellegen’s (1985) model addresses the issues of discrimi-
nant validity and specificity by positing that (a) similarly valenced mood
states (e.g., sad and fearful) will be substantially correlated, whereas (b) op-
positely valenced mood states (e.g., fearful and energetic) will be only weakly
related; it is the latter property that is largely responsible for the quasi-
independence of the NA and PA dimensions. It should be noted, however,
that the independence of PA and NA mainly applies to low-intensity states
(Watson, 1988; Watson et al., 1999). When experiencing an extremely in-
tense, negative emotional state (e.g., terror), it is highly unlikely that one
would simultaneously be experiencing an intense, positive emotional state
(e.g., elation). However, mood states are generally less intense and tend to
last for greater lengths of time, thereby allowing for the simultaneous experi-
ence of positive and negative feelings.

The key distinction between the Russell and the Watson and Tellegen
schemes appears to be in their conceptualization of positive and negative
affect as either largely independent (Watson & Tellegen) or as opposite ends
of a single bipolar continuum (Russell). This has led to some confusion in
the recent literature. 1t must be emphasized, however, that bipolarity and
independence actually are key features of both models. In fact, a close in-
spection of Figure 1 indicates that some positive and negative descriptors are
placed 180 degrees apart and should be strongly negatively correlated (e.g.,
bappy vs. sad), whereas others are only 90 degrees apart and should be very
weakly related to one another (e.g., enthusiastic vs. fearful). Thus, the
circumplex model actually hypothesizes both independence and bipolarity,
depending on the descriptors involved; it should be noted, moreover, that
these hypothesized relations have been consistently confirmed empirically
(see Tellegenetal., 1999; Watson, 1988; Watson & Tellegen, 1999).

Furthermore, a diverse array of research has subsequently demonstrated
the empirical and heuristic value of this proposed independence between
positive and negative affect. Research on hemispheric asymmetry in the pre-
frontal cortex (Tomarken & Keener, 1998) has linked two key biobehavioral
systems—the behavioral activation system (BAS) and the behavioral inhi-
bition system (BIS)—to PA and NA, respectively. PA essentially can be
viewed as the affective component of the BAS, which exists in synchrony
with its other components (e.g: cognitive, biological, and behavioral) to
motivate the organism to seek out pleasure or rewards. Conversely, NA, the
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affective component of the BIS, exists in synchrony with its other compo-
nents to motivate the organism to avoid aversive stimuli or punishment (see
Watson, 2000; Watson et al., 1999). In clinical research, the existence of
these independent PA and NA dimensions has helped to elucidate the
comorbidity of anxiety and depression (Watson, Clark, & Carey, 1988): Al-
though both types of disorders are characterized by high negative affect, they
show differential relations with positive affect (i.e., low positive affect is more
prominent in depression than in anxiety).

Integrated Hierarchical Model

Thus far, we have treated discrete affect and dimensional models sepa-
rately. Although these two approaches often are seen as antagonistic and
incompatible, they actually can be integrated into a three-level hierarchical
structure that incorporates key features from all of the models we have dis-
cussed (Tellegen et al., 1999). At its lowest or first-order level, this model
includes nine specific affect dimensions (i.e., calm—ease, joy, interest, sur-
prise, fear, anger~disgust—contempt, shame—guilt, sadness-distress, and low
energy). The second-order level of this model consists of the relatively inde-
pendent dimensions of PA and NA. Finally, at the highest or third-order
level of this model is a bipolar happiness—unhappiness dimension that ac-
counts for the bipolarity between pleasant and unpleasant affect.

One important implication of this hierarchical structure is that any
complete examination of affect must model and assess it at both the discrete
affect and dimensional levels; otherwise significant information likely will
be lost. The relative importance of these levels will differ, however, accord-
ing to the nature and goals of the research. For instance, the overarching
Happiness dimension may be most relevant to the study of life satisfaction
(Tellegen et al., 1999), whereas the second-level NA and PA dimensions
may be more useful for many areas of personality and psychopathology re-
search. Finally, a focus on at the lowest, discrete-affect level may be particu-
larly informative in certain circumstances (e.g., in the study of self-esteem;
see Watson, Suls, & Haig, 2002).

Affective Structure Across Samples

The bulk of the structural evidence we have reviewed is based on col-
lege student responses. This raises questions about the robustness of this struc-
ture across samples. In particular, psychopathology researchers may question
whether these results will generalize to clinical samples. Accordingly, we
present data to establish that the basic structure of affect is highly robust
across samples. Table 1.1 shows correlations among four content-valid affect
scales in four large samples: college students, psychiatric patients, commu-
nity-dwelling adults, and high school students. The scales assess sad, depressed
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TABLE 1.1
Correlations Between Mood Scales Created From the
lowa Depression and Anxiety Scales item Pool

Scale 1 2 3 4
College students (N = 673)
1. Depression (.88)
2. Anxiety .76 (.91)
3. Anger 72 71 (.93)
4. Well-Being -.47 -.38 -.32 (.84)
Psychiatric patients (N = 353)
1. Depression (.91)
2. Anxiety 77 (.93)
3. Anger .55 57 (.94)
4. Well-Being -.49 ~.38 -20 (.88)
Community adults (N = 362)
1. Depression (.92)
2. Anxiety .78 (.93)
3. Anger .69 74 (.94)
4. Well-Being -.54 —-.43 -39 (.90)
High school students (N = 247)
1. Depression (.90)
2. Anxiety .78 (.90}
3. Anger 73 72 (-94)
4. Well-Being -52 -.40 -.37 (.86)

Note. Internal consistency reliabilities (coefficient alphas) are shown in parentheses. All correlations are
significant at p < .01, two-talled.

mood (Depression, 5 items; e.g., ‘I felt depressed”); anxious, fearful mood
(Anxiety, 9 items; e.g., “I felt anxious”); angry, irritable mood (Anger, 11
items; e.g., “1 felt irritable”); and pleasant, positive mood (Well-Being, 8
items; e.g., “I felt hopeful about the future”). All respondents rated the ex-
tent to which they experienced each item “during the past two weeks, in-
cluding today” on a 5-point scale ranging from not at all to extremely.
Several aspects of these data are noteworthy. First, the overall pattern
is highly consistent across the four samples, indicating that the structural
“evidence we have reviewed should generalize well to clinical populations.
Second, the correlations among the Depression, Anxiety, and Anger scales
consistently are high, demonstrating the strong influence of the general NA
dimension. Third, the correlations among the Depression and Anxiety scales
are particularly high, which has potentially important implications for our
understanding of psychopathology. Most notably, they establish a strong link
between sad—depressed mood (a core, defining element of the mood disor-
ders) and fearful-anxious mood (a key feature of the anxiety disorders). On
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the basis of this and other evidence, Watson (2005) has suggested that the
current distinction between the mood and anxiety disorders is not particu-
larly useful and that it should be replaced by an empirically based taxonomy
that reflects the actual similarities among disorders. Finally, the Well-Being
scale consistently has significantly stronger negative correlations with De-
pression than with either Anxiety or Anger; this again establishes that (low)
PA is more strongly linked to depression than to other types of negative

affect.

SELF-REPORT MEASURES OF AFFECT

Because of the large number of self-report affect measures that currently
are available, our review necessarily must be selective. We focus on those
measures that are the most important, the most recent, or the most widely
used; that have demonstrated expected patterns of correlations with psycho-
pathology symptoms; and/or that show the best psychometric properties (see
Table 1.2 for a summary of the reviewed measures). For a more detailed re-
view of self-report measures, see Watson and Vaidya (2003) and Gray and
Watson (in press).

Specific or Discrete Affect Measures

The Mood Adjective Check List (MACL; Nowlis, 1965) assesses 12
factor-analytically derived affects (e.g., Fatigue, Aggression, Surgency, Anxi-
ety, Elation, Concentration, Social Affection, Sadness, Skepticism, Egotism,
Vigor, and Nonchalance) using adjectives that are rated on a 4-point scale.
The MACL was designed to assess current mood as well as to detect changes
in mood. Although it had a highly influential role in the early literature on
the structure and assessment of affect, the MACL failed to become a stan-
dard measure in the field, in part because its basic psychometric properties
were never clearly established (see Watson & Vaidya, 2003).

The Profile of Mood States (POMS; McNair, Lorr, & Droppleman,
1971) consists of 65 adjectives that are rated on a 4- or 5-point scale. It
assesses six specific affects: anger—hostility, vigor-activity, fatigue—inertia,
confusion-bewilderment, tension—anxiety, and depression—dejection. The
scale was originally created to assess mood fluctuations in psychiatric pa-
tients and has since been validated in other settings (Lane & Lane, 2002).
Multiple short forms assessing fewer factors were subsequently created as well
(e.g., Curran, Andrykowski, & Studts, 1995; Shacham, 1983). Evidence in-
dicates that the POMS scales (a) demonstrate acceptable internal consis-
tency reliabilities and moderate short-term stability, (b) are sensitive to
changes due to therapy, and (c) show good concurrent and predictive valid-
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ity (Lane & Lane, 2002; McNair & Lorr, 1964; Payne, 2001). However, the
negative mood scales of the POMS are strongly intercorrelated and fail to
demonstrate strong discriminant validity with one another (Watson & Clark,
1999).

The Differential Emotions Scale (DES; Izard, Libero, Putnam, & Haynes,
1993) originally was designed to measure 10 discrete emotions: interest, joy,
surprise, sadness, anger, disgust, contempt, fear, shame/shyness and guilt. There
are multiple versions of the DES using different response formats and in-
structions; depending on the instructions used, the DES can be modified to
assess current, past week, or long-term affect. In its most recent version, the
Differential Emotions Scale—IV, shyness and shame are measured separately
and a new subscale, Inner-Directed Hostility, has been added, creating a to-
tal of 12 subscales (Izard et al., 1993). Although the subscales are stable over
time, many of them show moderate to high intercorrelations and only low to
moderate internal consistencies (see Watson & Vaidya, 2003), which is largely
due to the low number of items per scale (typically only three apiece across
the various versions of the instrument).

The Multiple Affect Adjective Check List—Revised (MAACL-R;
Zuckerman & Lubin, 1985) assesses both state and trait affect. It contains
five scales: Anxiety, Depression, Hostility, Positive Affect, and Sensation
Seeking. The original MAACL (Zuckerman & Lubin, 1965) was revised in
1985 because of widespread evidence of poor discriminant validity among its
Anxiety, Depression, and Hostility scales (despite these concerns, however,
the original MAACL continues to be used and actually has been cited hun-
dreds of times since the publication of the MAACL-R). The MAACL-R
has many strong psychometric properties, including generally good coeffi-
cient alphas and test—retest reliability. Unfortunately, the negative affective
scales continue to demonstrate high intercorrelations and questionable dis-
criminant validity (Watson & Vaidya, 2003). Finally, it should be noted
that one of the original authors has developed a short-form version of the
MAACL-R (Lubin, Whitlock, Reddy, & Petren, 2001).

The Positive and Negative Affect Schedule—Expanded Form
(PANAS-X; Watson & Clark, 1999) is a factor-analytically derived mea-
sure that assesses 11 specific affects; this includes four negative mood states
(Fear, Sadness, Guilt, and Hostility), three positive mood states (Joviality,
Self-Assurance, and Attentiveness), and four scales that are less consistently
related to the higher order NA and PA dimensions (Shyness, Fatigue, Seren-
ity, and Surprise). The PANAS—X contains mood terms rated on a 5-point
scale ranging from not at all to extremely; instructions can be varied to assess
either state or trait affect. Extensive reliability and validity data from mul-
tiple samples have been reported on the PANAS-X (Watson & Clark, 1997,
1999). The longer scales are highly reliable (e.g., coefficient alphas .83 or
higher), and its shorter scales still consistently demonstrate adequate
reliabilities (e.g., above .76).
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Dimensional Affect Measures

The Activation—Deactivation Adjective Check List (AD-ACL; Thayer,
1967) is one of the earliest dimensional measures of affect. The AD-ACL
was developed out of research using the MACL (Nowlis, 1965). The AD-
ACL contains a series of affect adjectives that are rated on a 4-point scale. It
consists of four factor-analytically derived factors: General Activation (En-
ergy), Deactivation-Sleep, High Activation, and General Deactivation
(Calmness). Further analyses have shown two higher order activation di-
mensions—Energy versus Tiredness and Tension versus Inactivation ( Thayer,
1967, 1978)—that are broadly similar to PA and NA, respectively (Yik,
Russell, & Feldman Barrett, 1999). The AD-ACL demonstrates excellent
test-retest reliability and validity and can be administered in approximately
2 minutes (Thayer, 1978).

The Affect Grid (Russell, Weiss, & Mendelsohn, 1989) represents af-
fect in the two-dimensional space representing Russell’s version of the
circumplex. The 9 x 9 grid contains affect descriptors in each corner and at
each midpoint along the sides (i.e., in each cell). Respondents are asked to
place a check in the cell that best captures their current affect. The descrip-
tors, moving clockwise from the top left corner of the grid, inciude stress, high
arousal, excitement, pleasant feelings, relaxation, sleepiness, depression, and un-
pleasant feelings. Thus, the two major dimensions of Pleasure—Displeasure and
Arousal-Sleep are represented as bipolar opposites (see Russell, Weiss, &
Mendelsohn, 1989, Figure 1, p. 494). The Affect Grid has demonstrated ac-
ceptable interrater reliability and good convergent validity with other di-
mensional measures of affect, and it is particularly well suited for quick and
frequent assessment (Russell et al., 1989). However, one encounters obvious

difficulties in assessing internal consistency reliability with single item mea- .

sures; moreover, such instruments are likely more affected by systematic or
random error than other types of affect scales.

The Current Mood Questionnaire (CMQ; Feldman Barrett & Russell,
1998) assesses all eight octants of Russell’s circumplex using multiple re-
sponse formats for each dimension; the inclusion of multiple measures for
each construct allows researchers to use structural equation modeling to cor-
rect for both random and systematic error (Feldman Barrett & Russell, 1998).
The CMQ was developed to test key aspects of Russell’s model, particularly
the assertion that the dimensions of pleasure versus displeasure and arousal
versus sleep are fully bipolar. The CMQQ scales demonstrate good convergent
and discriminant validity, and the Pleasure-Displeasure scale consistently
demonstrates acceptable internal consistency reliability (Feldman Barrett &
Russell, 1998; Watson & Vaidya, 2003). However, the Arousal-Sleep di-
mension shows less acceptable internal consistency, and the scales defining
this factor do not appear to be fully bipolar (Watson & Vaidya, 2003). In
addition, the use of multiple response formats makes the CMQ longer to
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complete and more cumbersome than the other dimensional measures in-
cluded in this review; this, in turn, makes it less attractive for use in many
contexts. Recent CMQ citations are low in number relative to other dimen-
sional measures of affect.

The Positive and Negative Affect Schedule (PANAS; Watson et al.,
1988)—which later was subsumed into the PANAS-X (see Watson & Clark,
1997, 1999)—is a brief measure of the two major dimensions in the Watson
and Tellegen model and can be used to assess either state or trait affects with
a slight modification in instructions. The PANAS was factor-analytically
derived from Zevon and Tellegen’s (1982) set of 60 adjectives. PA and NA
are each assessed with 10 adjectives, which participants rate on a 5-point
scale. The scales show excellent internal consistency and convergent and
discriminant validity.

The UWIST Mood Adjective Checklist (UMACL; Matthews, Jones,
& Chamberlain, 1990) was designed to synthesize the competing structural
models proposed by Watson and Tellegen (1985), Russell (1980), and Thayer
(1986). The UMACL includes adjectives rated on a 4-point response scale
that tap the affective dimensions of tense arousal, energetic arousal (reflect-
ing constructs from both the Thayer and Watson and Tellegen models), and
hedonic tone (i.e., Russell’s pleasure-displeasure dimension). In addition,
the adjectives can also be scored to yield a General Arousal Index, corre-
sponding to Russell’s arousal-sleep dimension. Most of the UMACL scales
show excellent internal consistency and convergent and discriminant valid-
ity, although the arousal scales correlate moderately with hedonic tone.

BASIC CONSIDERATIONS IN AFFECT MEASUREMENT

In many ways, the basic considerations involved in assessing affect are
the same as those involved in measuring any psychological construct. Any
construct must be assessed in a way that is both valid and reliable. However,
because of the internal and subjective nature of affect, measurement in this
area also faces some unique assessment issues. For example, to provide valid
assessments, participants must be able to both (a) synthesize information
regarding their affective experiences and then (b) accurately report that in-
formation. In the following section, we outline the evidence supporting the
validity and reliability of affect measurement and report on some factors that
contribute to measurement error.

CONSTRUCT VALIDITY OF TRAIT AFFECT MEASURES

Self-Other Agreement of Trait Affect

Personality researchers have long used self-other agreement, that is,
the convergence between a self-rating and a peer rating of the same target
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(e.g., Person A’s self-raring vs. Person B'’s ratings of Person A), as evidence
for the validity of personality measures. Until recently, few studies have ex-
amined self~other agreement in trait affect. This neglect can be attributed to
the trait visibility effect (i.e., highly observable traits will yield better self-
other agreement than more internalized traits; see Watson et al., 2000). Af-
fective experiences are highly internal and subjective, and thus researchers
anticipated finding relatively poor convergence because of this effect. How-
ever, recent studies consistently have found significant correlations between
self- and other-ratings of trait affect (Diener et al., 1995; Watson, Hubbard,
& Wiese, 2000). Watson and Vaidya (2003) reported PANAS-X data from
four samples: 279 friendship dyads, 68 dating couples, 136 dating couples,
and 74 married couples. The PANAS-X scales (with the single exception of
Surprise) consistently showed significant, moderate levels of convergent va-
lidity (weighted mean correlations across the samples ranged from .25 to
.42.) Furthermore, there was clear evidence of the acquaintanceship effect, that
is, the tendency for individuals who know each other well to generate higher
self-other agreement correlations; thus, higher convergent correlations were
found in the married couples than in the dating samples, whereas the dating
couples tended to produce higher correlations than the friendship dyads. These
results help to establish the construct validity of trait measures of affect.

Although these correlations are encouraging, it is interesting to note
that they tend to be lower than those of standard personality measures. For
instance, scales assessing the Big Five personality traits had agreement corre-
lations ranging from .42 to .53 in three of these same samples (see Watson et
al., 2000). Even though affective experiences are less “visible” than most
personality traits, the trait visibility effect cannot fully explain the differ-
ences in self-other agreement found between neuroticism and trait negative
affect. These two constructs are highly correlated; the mean correlation be-
tween neuroticism and the PANAS-X Negative Affect scale was .60 (self-
ratings) and .69 (other-ratings) in the three samples reported in Watson et
al. (2000). Nevertheless, the neuroticism scales produced higher self-other
agreement correlations in all three groups (.37-.59) than did PANAS-X
Negative Affect (.20-.44). This cannot be attributed to differences in the
internal consistency of the scales (Watson et al., 2000; Watson & Vaidya,
2003) and becomes even more intriguing when one considers their content.
For instance, the Neuroticism scale of the Big Five Inventory (BFI; John &
Srivastava, 1999) is strongly affective in character (Pytlik Zillig, Hemenover,
& Dienstbier, 2002); nevertheless, it consistently shows better self-other
agreement than the PANAS-X Negative Affect scale.

Temporal Stability of Trait Affect

Temporal stability is a necessary property of any construct that is de-
fined as a trait. Watson (2004 ) examined both short-term stability (2 months;
465 students) and stability over a much longer time span (approximately 2.5
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years; 392 participants). Strong retest correlations were found for the PANAS~
X in the short-term stability study; coefficients ranged from .67 to .76, with a
mean of .70 for the negative affect scales and .71 for the positive affect scales
(Watson, 2004). The data from the long-term study demonstrated that trait
affect as measured by the PANAS—X is moderately stable over a 2.5-year
period; correlations ranged from .46 to .55, with mean coefficients of .49
(negative affect scales) and .51 (positive affect scales; Watson, 2004). These
data enhance the construct validity of trait affect measures by demonstrating
that they have a stable dispositional component.

Paralleling the self-other agreement data, however, the temporal sta-
bilities of trait affect measures are lower than those of standard personality
scales. For example, in these same two studies, Watson (2004) reported that
the short-term BFI retest correlations ranged from .79 to .89 (mean r = .82),
whereas the long-term BFI stabilities ranged from .59 to .72 (mean r = .64).
Many of these correlations are significantly higher than those of the PANAS—
X. This pattern is not entirely unexpected (see Watson, 2004) and, in gen-
eral, could be explained by systematic differences in content between these
scales. However, we again see a puzzling discrepancy between the BF] Neu-
roticism and PANAS-X Negative Affect scales: Watson (2004) found that
BFI Neuroticism was significantly more stable in both the long- and short-
term retests than PANAS-X Negative Affect. Given that this discrepancy
cannot be attributed to differences in internal consistency reliability or item
content, other, more subtle factors must be responsible.

Retrospective Recall of Affective States

We now turn our attention to possible sources of measurement error
that potentially could lessen the validity and reliability of self-report affect
scales. One potential problem with the measurement of longer term affect
(e.g., mood rated over the past week, past month, or in general) is its retro-
spective nature. Participants have to remember their past experiences and
recall their previous affective states, which could lead to several problems.
For example, raters could experience duration neglect, that is, they could be
relatively insensitive to how long a particular affect lasted and instead give
more attention to the overall intensity of the experience. They may also be
influenced by the recency effect, that is, the tendency for individuals to weight
recent experiences more heavily than earlier experiences. Furthermore, there
is evidence indicating that a person’s current, momentary mood at the time
of assessment may influence his or her retrospective ratings of past affective
experiences (see Stone, Shiffman, & deVries, 1999). Given these problems,
several researchers have advocated an alternative method for assessing trait
affect. Specifically, they have proposed that a large number of state affect
ratings be aggregated into one composite score (i.e., averaging several ratings
of current mood assessed across time; see Stone et al., 1999).

AFFECT ASSESSMENT THROUGH SELF-REPORT METHODS 27




In general, this process results in aggregated ratings that display moder-
ate to strong levels of convergence with traditional, global measures of trait
affect. Watson and Vaidya (2003) reported convergent correlations ranging
from .37 to0 .60 (Mdn = .51) with aggregated daily ratings and from .45 to .64
(Mdn = .53) with aggregated weekly ratings. Although these correlations
demonstrate that the two approaches converge well, the correlations are far
from +1.00. This, then, raises an interesting question: Which type of rating
is more valid? We already have discussed the potential problems associated
with retrospective ratings of longer term affect; it must be emphasized, how-
ever, that the aggregation of state ratings produces problems of its own. The
most serious problem is the reduced discriminant validity of aggregated mea-
sures of specific, lower order affects. Diener et al. (1995) were the first to
demonstrate this effect. They collected global ratings of four negative affects
(fear, anger, sadness, shame) and corresponding aggregated daily ratings from
212 participants. Although the convergence between the two methods was
strong (mean r = .62), there was a striking difference in discriminant validity
across the two methods. In the global ratings, correlations among the four
negative affect scales ranged from .54 to .61, with a mean value of .58; in
marked contrast, the corresponding correlations in the aggregated ratings
ranged from .70 to .79, with a mean value of .75. Watson and Tellegen (2002)
replicated this finding with the PANAS-X scales and also extended it by
demonstrating that the same pattern emerged using positive affect scales.

The most likely explanation for this phenomenon is that systematic
measurement errors (e.g., acquiescence) are inflated during the aggregation
process; this, in turn, artificially increases the correlations between scales
assessing similarly valenced constructs (e.g., fear and sadness; see Watson &
Tellegen, 2002; Watson & Vaidya, 2003). This may seem counterintuitive,
given that one of the frequently touted advantages of aggregation is that it
reduces measurement error. However, this is only true when the errors are
random and, therefore, increasingly cancel each other out with repeated as-
sessment. When the errors are instead systematic, they can be correlated
across the assessments; therefore, instead of neutralizing systematic error,
aggregation will actually increase it in some cases. Furthermore, it appears
that this same basic process also is responsible for the almost complete lack
of bipolarity in aggregated affect ratings (Watson & Tellegen, 2002). In light
of these data, we conclude that although aggregated ratings may be advanta-
geous in some contexts, global trait ratings generally are superior and should
be the preferred method (see also Watson & Tellegen, 2002; Watson &
Vaidya, 2003).

Unidentified Sources of Error

With a few exceptions, affect researchers have given little attention to
the response formats of their measures or to the specific instructions that are
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given to participants. Recent data strongly suggest that these issues may play
an important role in the reliability and validity of affect measures. There is
increasing evidence that different information processing systems—such as
schematic memory, semantic memory, and autobiographical-episodic
memory—may be activated depending on the specific assessment approach
taken (Robinson & Clore, 2002). In this regard, Watson (2004) showed that
highly correlated measures of obsessive—compulsive disorder symptoms, dis-
sociative tendencies, personality traits, and trait affectivity yielded signifi-
cantly different levels of stability over a 2-month period. Furthermore, broad
differences in item content could not account for the discrepancy in stability
between matched pairs of scales. This evidence of differential stability be-
comes even more important when one considers the short retest interval
(i.e., 2 months) between assessments in this study; this makes it unlikely that
these effects are due to true changes on these dimensions. It therefore seems
likely that this differential stability results from different levels of measure-
ment error across instruments. This, in turn, leads to the intriguing possibil-
ity that subtle differences between scales (e.g., instructions, response for-
mats, wording effects) can lead to varying amounts of error variance.

To investigate this idea, Watson (2004) created the Temperament and
Emotion Questionnaire (TEQ) by taking PANAS-X items and embedding
them in sentences. For example, the PANAS-X item “sad” became “I often
feel a bit sad.” In addition, the response format was changed to a 5-point
agree—disagree scale. This process ensured that the TEQs content was ex-
tremely similar to the PANAS-X. Furthermore, strong convergent correla-
tions between corresponding PANAS-X and TEQ scales (mean r = .70)
demonstrated that these instruments are assessing the same basic affective
constructs. Nevertheless, the 2-month stability correlations for the TEQ nega-
tive affect scales were higher than those of their PANAS-X counterparts;
these differences were statistically significant for the Fear, Sadness, and Hos-
tility scales. These results suggest that, in some cases, measurement error can
be reduced simply by embedding standard affect descriptors in sentences;
however, the BFI Neuroticism scale still was significantly more stable than
the TEQ Negative Affect scale. Therefore, other subtle differences also con-
tribute to the increased error variance in standard measures of trait affect.
We are currently investigating these differences in new studies of temporal
stability and self-other agreement.

The Influence of Social Desirability

Because self-report affect measures almost invariably contain face-valid
items whose content is not hidden, it is possible that participants could re-
spond in a manner that is not entirely accurate. For example, participants
may respond defensively and distort their answers (either consciously or un-
consciously) in a self-enhancing manner. One way to investigate the extent
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to which social desirability is a problem in affect measurement is by obtain-
ing other-ratings from judges who know the target individual well. Because
others should not be as inclined to rate targets in a socially desirable manner,
comparisons of other-ratings with the targets’ own self-ratings help to deter-
mine the extent to which social desirability introduces error into mood mea-
surement. Thus, if social desirability were a significant problem, then self-
ratings would be expected to yield lower levels of negative affect and higher
levels of positive affect (e.g., responses in the socially desirable direction)
than other-ratings. To investigate this issue, Watson and Vaidya (2003)
analyzed self- and other-ratings of the trait version of the PANAS-X from
friendship, dating, and married dyads. Comparisons of the self- and other-
ratings indicated that social desirability does not play a substantial role in
self-ratings of affect.

Reducing Error and Improving Measurement

Given the findings we have examined, we believe it is essential that
affect researchers pay careful attention to measurement-related issues. We
especially encourage studies that allow for side-by-side comparisons of scales
that tap the same (or very similar) constructs. Comparing the reliabilities
and validities of similar scales in the same sample enables researchers to iden-
tify the measures that best suit their needs. Furthermore, such comparisons
enhance our understanding of the issues that influence validity and reliabil-
ity. Too often, researchers view stability and validity as dichotomous, “ei-
ther—or” properties; they are eager to conclude that their instruments are
adequate or satisfactory without giving these issues much real thought (see
Watson, 2004). A more nuanced dimensional approach in which researchers
investigate how specific factors influence validity, reliability, and error would
lead to the creation of more valid and reliable assessment instruments.

CONCLUSION

We conclude this brief introduction to the assessment of self-rated af-
fect by emphasizing several basic points. First, affect assessment should be
guided by a thorough understanding of the underlying structure of this do-
main. As we have discussed, any complete and comprehensive assessment
should acknowledge the hierarchical structure of this domain and, accordingly,
should include measures of both general dimensions and specific, discrete af-
fects. Second, researchers can choose between instruments that show very dif-
ferent psychometric properties. We therefore urge investigators to examine
these properties carefully—including internal consistency, test—retest reliabil-
ity, and convergent and discriminant validity—before selecting instruments
for their research. Third, we now have extensive evidence establishing the
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reliability and construct validity of commonly used self-report measures. As we
have discussed, however, measures of longer term affect, including both global
and aggregated ratings, are subject to a variety of forces that may lessen their
reliability and validity. Further research is needed to identify specific sources of
measurement error that, if minimized, will enable researchers to create a new
generation of even better self-report affect measures.
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ABSTRACT

Automated analysis of human affective behavior has attracted
increasing attention from researchers in psychology, computer
science, linguistics, neuroscience, and related disciplines.
Promising approaches have been reported, including automatic
methods for facial and vocal affect recognition. However, the
existing methods typically handle only deliberately displayed and
exaggerated expressions of prototypical emotions--despite the fact
that deliberate behavior differs in visual and audio expressions
from spontaneously occurring behavior. Recently efforts to
develop algorithms that can process naturally occurring human
affective behavior have emerged. This paper surveys these efforts.
We first discuss human emotion perception from a psychological
perspective. Next, we examine the available approaches to
solving the problem of machine understanding of human affective
behavior occurring in real-world settings. We finally outline some
scientific and engineering challenges for advancing human affect
sensing technology.

Categories and Subject Descriptors

A.l [Introduction and Survey]

H.1.2 [User/Machine Systems]: Human information processing

H.5.1 [Multimedia Information Systems]: Evaluation/ metho-
dology

1.5.4 [Pattern Recognition Applications]

General Terms
Algorithms, Performance.

Keywords

Multimodal human computer interaction, multimodal user
interfaces, affective computing, human computing, affect
recognition, emotion recognition.

1. INTRODUCTION

A widely accepted prediction is that computing will move to the
background, weaving itself into the fabric of our everyday living
spaces and projecting the human user into the foreground.
Consequently, the future “ubiquitous computing” environments
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will need to have human-centered designs instead of computer-
centered designs [15], [20], [57], [63], [64]. A change in the
user’s affective state is a fundamental component of human-
human communication. Some affective states motivate human
actions and others enrich meaning of human communication.
Consequently, the traditional HCI that ignores the user’s affective
states filters out a large portion of the information available in the
interaction process. Human Computing paradigm suggests that
user interfaces of the future need to be proactive and human-
centered, based on naturally occurring multimodal human
communication [S57]. More specifically, human-centered
interfaces must have the ability to detect subtleties of and changes
in the user's behavior, especially his or her affective behavior, and
to initiate interactions based on this information, rather than
simply responding to the user’s commands.

Fig 1 illustrates a prototype of such an affect-sensitive,
multimodal computer-aided learning system. The system was
built during the NSF ITR project titled “Multimodal Human
Computer Interaction: Toward a Proactive Computer™. In this
learning environment, the user explores Lego gear games by
interacting with a computer avatar. Multiple sensors are used to
detect and track the user’s behavioral cues and his or her task.
More specifically, the useful information recognized from these
sensors includes the user’s emotional state, engagement state, the
utilized speech keywords, and the gear state. Based on this
information, the avatar offers an appropriate tutoring strategy in
this interactive learning environment. Other examples of affect-
sensitive, multimodal HCI systems include the system of Duric et
al. [22], which applies a model of embodied cognition that can be
seen as a detailed mapping between the user’s affective states and
the types of interface adaptations, and the proactive HCI tool of
Maat and Pantic [51] capable of learning the user’s context-
dependent behavioral patterns from multi-sensory data and of
adapting the interaction accordingly, and the automated Learning
Companion of Kapoor et al. [43] that combines information from
cameras, a sensing chair and mouse, and wireless skin sensor to
detect frustration in order to predict when the user need help.
These systems demonstrate a rough picture of future multimodal
human-computer interaction.

Except in standard HCI scenarios, potential commercial
applications of automatic human affect recognition include affect-
sensitive systems for customer services, call centers [46],
intelligent automobile system [40], and game and entertainment
industry. These systems will change the nature of human-
computer interaction in our daily lives. Another important
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application of automated systems for human affect recognition is
in affect-related research (e.g. in psychology, psychiatry,
behavioral and neuroscience), where such systems can improve
the quality of the research by improving the reliability of
measurements and speeding up the currently tedious, manual task
of processing data on human affective behavior [27], [66].

W“ Task camera
N

[ | Avatar
Face camera

4

Headset with
microphone

Visualization of

Avatar user and task
states
Face Eye tracking
Tracking

Fig. 1. A prototype of multimodal computer-aided learning
system

Because of this practical importance and the theoretical interest of
cognitive scientists, automatic human affect analysis has attracted
the interest of many researchers. However, most of the existing
approaches to automatic human affect analysis are uni-modal
(e.g., visual-only or audio-only) approaches, based on deliberately
displayed affective expressions, and aimed at prototypical (basic)
emotions. Accordingly, the efforts toward uni-modal analysis of
artificial affective expressions have been focused in the
previously published survey papers [20], [55], [57], [58], [59],
[61], [69], [75] among which the papers of Cowie et al. in 2001
[20] and of Pantic and Rothkrantz in 2003 [59] have been most
comprehensive and widely cited in this field to date.

Due to the criticisms received from both cognitive and computer
scientist that the existing methods for automatic human affect
analysis are not applicable in real-life situations, where subtle
changes in expressions typify the displayed affective behavior
rather than the exaggerated changes that typify posed expressions,
the focus of the research in the field has started to shift to
automatic analysis of spontaneously displayed affective behavior,
i.e., spontaneous facial expressions (e.g., [5], [15], [70], [78]) and
audio expressions (e.g., [7], [46]). In addition, more and more
researchers realize that integrating the information from audio and
visual channels leads to an improved recognition of affective
behavior occurring in real-world settings. As a result, an increased
number of studies on audiovisual human affect recognition have
emerged in recent years (e.g., [10], [30], [86]).

This paper introduces and surveys these recent advances in the
research on human affect recognition. In contrast to those
previous survey papers in the field, it focuses on the approaches
that can handle audio and/or visual recordings of spontaneous (as
opposed to posed) displays of affective states.
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It is organized as follows. Section 2 describes human perception
of affect from a psychological perspective. Section 3 provides a
detailed review of related studies, specifically available
audio/visual computing methods. Section 4 discusses the
challenges in enhancing and extending these reviewed studies. A
summary and closing remarks conclude the paper.

2. HUMAN AFFECT (EMOTION)
PERCEPTION

Constructing an affect analyzer is dependent on our understanding
of the nature of affect. This knowledge of affect includes the
description of affect, and the association between observed
signals (audio and visual signals in this paper) and affective
states. There is no doubt that the progress in automatic affect
recognition is in part contingent on the progress of psychologists’
and linguists’ understanding of human affect perception [26],
[67].

2.1 The Description of Affect

Perhaps the most longstanding way that affect has been described
by psychologists is in terms of discrete categories, an approach
that is rooted in the language of daily life [20], [26], [67]. The
most popular example of this description is the prototypical
(basic) emotion categories, which include happiness, sadness,
fear, anger, disgust, and surprise. The description of basic
emotions was supported especially by the cross-cultural studies
conducted by Ekman [23]. This influence of basic emotion theory
resulted in the fact that most of existing studies of automatic
affect recognition focus on recognizing these basic emotions.
However, discrete lists of emotions fail to describe the range of
emotions occurring in natural communication settings. In
particular, basic emotions cover a rather small part of our daily
emotional displays. Selection of affect categories that people
show in daily interpersonal interactions needs to be done in a
pragmatic and context-dependent manner.

An alternative to category description is the dimensional
description [20], [32] where an affective state is represented as a
point of a set of dimensions defined by psychological concepts.
One of the popular methods to describe affective is in terms of
dimensions of evaluation and activation [20]. The evaluation
dimension measures how human feels, from positive to negative.
The activation dimension measures whether humans are more or
less likely to take an action under the emotional state, from active
to passive. In contrast to category representation, dimensional
representation enables raters to label a range of emotions.
However, this projection of the high-dimensional emotional states
onto a rudimentary 2D space results to some degree in the loss of
information. Some emotions become indistinguishable (e.g., fear
and anger) and some emotions lie outside the space (e.g.,
surprise). Some studies [33] use the additional dimension (e.g.,
dominance) to add discriminability of emotions.

2.2 Association Between Affects, Audio and

Visual Signals

The face plays a significant role in human emotion perception and
expression. The association between face and affective arousal
was confirmed by a series of impressive and systematic studies in
the field of psychology [26], [67].



Different from the traditional message judgment in which the aim
is to infer what underlies a displayed behavior, such as affect or
personality, another major approach to human behavior
measurement is the sign judgment [15]. The aim of sign judgment
is to describe the appearance rather than meaning of the shown
behavior. While message judgment is focused on interpretation,
sign judgment attempts to be objective, leaving the inference
about the conveyed message to higher order decision making. The
most commonly used sign judgment method used for manual
labeling of facial behavior is the Facial Action Coding System
(FACS) proposed by Ekman et al. [25]. FACS is a comprehensive
and anatomically based system that is used to measure all visually
discernible facial movements in terms of atomic facial actions
called Action Units (AUs). These AUs can be used for any higher
order decision making process including recognition of basic
emotions according to Emotional FACS (EMFACS) rules’ and a
variety of affective states according to FACS Affect Interpretation
Database (FACSAIDY, as well as for recognition of other
complex psychological states such as depression [27] or pain [49].
AUs of the FACS are very suitable to be used in studies on human
naturalistic facial behavior as the thousands of anatomically
possible facial expressions (independently of their higher-level
interpretation) can be described as combinations of 27 basic AUs
and a number of AU descriptors. It is not surprising, therefore,
that an increasing number of studies on human spontaneous facial
behavior aimed at automatic AU recognition (e.g., [5], [16], [78]).

Speech is another important communication device in human
communication. It delivers affective information through explicit
(linguistic) message, and implicit (paralinguistic) message that
reflects the way the words are spoken. Although cognitive
scientists have not identified the optimal set of vocal cues that
reliably discriminate among affective and attitudinal states,
listeners seem to be rather accurate in decoding some basic
emotions from prosody [41] and some non-basic affective states
such as distress, anxiety, boredom, and sexual interest from
nonlinguistic vocalizations like laughs, cries, sighs, and yawns
[67]. The basic-emotion-related prosodic features extracted from
audio signal include pitch, energy, and speech rate. Cowie et al.
[20] provided a comprehensive summary of qualitative acoustic
correlations for prototypical emotions.

Linguistic content of speech definitely carries emotional
information. Some of this information can be inferred directly
from the surface features of words which were summarized in
some affective word dictionaries and lexical affinity [80], [65].
The rest of this information lies below the text surface and can
only be detected when the semantic context (e.g., discourse
information) is taken into account. The association between
linguistic content and emotion is language-dependent and
generalizing from one language to another is very difficult to
achieve.

A large number of studies in psychology and linguistics confirm
the correlation between some affective displays (especially
prototypical emotions) and specific audio and visual signals (e.g.,
[26], [67]). Ekman [24] found that the relative contributions of
facial expression, speech and body cues to affect judgment
depend both on the affective state and the environment where the

2 http://face-and-emotion.com/dataface/general/homepage.jsp
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affective behavior occurs. Many studies indicate that the human
judgment agreement is typically higher for facial expression
modality than it is for vocal expression modality. The amount of
the agreement drops considerably when the stimuli are
spontaneously displayed expressions of affective behavior rather
than posed exaggerated displays. In addition, facial expression
and vocal expression of emotion are often studied separately. This
precludes finding evidence of the temporal correlation between
them. On the other hand, a growing body of research in cognitive
sciences argues that the dynamics of human behavior are crucial
for its interpretation (e.g., [15], [27], [67]). For example, it has
been shown that temporal dynamics of facial behavior represents
a critical factor for distinction between spontaneous and posed
facial behavior (e.g., [15], [27], [78]) as well as for categorization
of complex behaviors like pain, shame, and amusement (e.g.,
[27]). Based on these findings, we may expect that temporal
dynamics of each modality separately (facial and vocal) and
temporal correlations between the two modalities play an
important role in interpretation of human affective behavior.
However, these are largely unexplored areas of research. Another
unexplored area of research is that of context dependency. The
interpretation of human behavioral signals is context dependent.
For example a smile can be a display of politeness, irony, joy, or
greeting. To interpret a behavioral signal, it is important to know
the context in which this signal has been displayed — where the
expresser is (e.g., inside, on the street, in the car), what his or her
current task is, who the receiver is, and who the expresser is [67].

3. THE STATE OF THE ART

Rather than providing exhaustive coverage of all past efforts in
the field of automatic recognition of human affect, we focus here
on the efforts recently proposed in the literature that address the
problem of automatic analysis of spontaneous affective behavior
recorded in real-world settings. Keeping in mind the complexity
of affective computing, we also briefly examine studies that
represent exemplary approaches to treating a specific problem
relevant for advancing human affect sensing technology.

For exhaustive surveys of the past efforts in the field, readers are
referred to [20], [55], [57], [58], [59], [61], [69], [75].

This section is focused on an overview of the existing computing
methods for automatic human affect recognition based on audio
and/or visual displays. For the surveys of existing databases of
spontaneous human affective behavior, the readers are referred to
[18], [34], [62].

3.1 Facial Expression Recognition

The current research of facial expression recognition can be
divided into two directions [15]: recognition of affect and
recognition of facial muscle action (facial action units).

As far as automatic facial affect recognition is concerned, most of
the existing efforts studied the expressions of the six basic
emotions due to their universal properties, their marked reference
representation in our affective lives, and the availability of the
relevant training and test materials (e.g., [42]). There are a few
tentative efforts to detect non-basic affective states from
deliberately displayed facial expressions including fatigue [40],
pain [49], and mental states like agreeing, concentrating,
disagreeing, interest, frustration, thinking and unsure [28], [43],
[82].



Growing efforts are recently reported toward automatic analysis
of spontaneous facial expression data [5], [6], [15], [16], [17],
[39], [49], [50], [70], [78], [84]. Some of them study automatic
recognition of AUs rather than emotions from spontaneous facial
displays [5], [6], [15], [16], [78]. Several of these studies [17],
[78] investigated the difference between spontaneous and
deliberate facial behavior. The study [17] showed that many types
of spontaneous smiles (e.g., polite) are smaller in amplitude,
longer in total duration, and slower in onset and offset time than
posed smiles. In addition, it has been shown in [78] that
spontaneous brow actions (AUl, AU2 and AU4 in the FACS
system) have different morphological and temporal characteristics
(intensity, duration, and occurrence order) than posed brow
actions.

The usually extracted facial features are either geometric features
such as the shapes of the facial components (eyes, mouth, etc.)
and the location of facial salient points (corners of the eyes,
mouth, etc.) or appearance features representing the facial texture
including wrinkles, bulges, and furrows. Typical examples of
geometric-feature-based methods are those of Chang et al. [13],
who used a shape model defined by 58 facial landmarks, and of
Pantic and her colleagues [56], [60], [78], who used a set of facial
characteristic points around the mouth, eyes, eyebrows, nose, and
chin. Typical example of hybrid, geometric- and appearance-
feature-based method, is that of Zhang and Ji [90], who used 26
facial points around the eyes, eyebrows, and mouth and the
transient features like crow-feet wrinkles and nasal-labial furrows.
Typical examples of appearance-feature-based methods are those
of Bartlett et al. [5], [6] and Guo and Dyer [36], who used Gabor
wavelets or eigenfaces, of Anderson and McOwen [1], who used a
holistic spatial ratio face template, of Valstar et al. [77], who used
temporal templates, and of Chang et al. [11], who built a
probabilistic recognition algorithm based on the manifold
subspace of aligned face appearances. An exemplar method of
using both geometric and appearance features is that proposed by
Lucey et al. [50], that uses Active Appearance Model (AAM) to
capture the characteristics of the facial appearance and the shape
of facial expressions.

Most of the existing 2D-feature-based methods are suitable for
analysis of facial expressions under a small range of head
motions. Thus, most of these methods focus on recognition of
facial expressions in near-frontal-view recordings. An exception
is the study of Pantic and Patras [56], who have explored
automatic analysis of facial expressions from the profile-view of
the face.

Few approaches to automatic facial expression analysis are based
on 3D face models. Huang and his colleagues (i.e., [14], [70],
[84]) used the geometry or appearance features extracted by a 3D
face tracker called Piecewise Bezier Volume Deformation
Tracker [74]. Cohn et al. [16] focused on analysis of brow action
units and head movement based on a cylindrical head model [81].
Chang et al. [12] and Yin et al. [83] used 3D expression data for
facial expression recognition. The progress of the methodology
based on 3D face models may yield view-independent facial
expression recognition, which is important for spontaneous facial
expression recognition because the subject can be recorded in less
controlled, real-world settings.

Relatively few studies investigated the fusion of the information
from facial expressions and head movements [16], [40], [90], and
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the fusion of facial expression and body gesture [4], [35], [43],
with the aim to improve affect recognition performance. Except
for few studies, e.g., the studies [60], [29] that investigated
interpretation of facial expressions in terms of user-defined
interpretation labels, and the study [40] that investigated the
influence of context (work condition, sleeping quality, circadian
rhythm, and environment, physical condition) on fatigue
detection, the existing automatic facial expression analyzers are
context insensitive.

3.2 Audio Expression Recognition

Research on audio expression recognition is also influenced by
basic emotion theory so that most of the existing efforts toward
this direction chose the basic emotions or a subset of them as
recognized targets. There are a few tentative studies that have
investigated the detection of certain application-dependent
affective states. Examples of these studies are those of Hirschberg
et al. [37], who attempted deception detection, of Liscombe et al.
[47], who focused on detecting certainness, Kwon et al. [45], who
focused on detecting stress, of Zhang et al. [89], who focused on
detecting confidence, confusion, and frustration, of Batliner et al.
[7], who focused on detecting trouble, of Ang et al. [2], who
focused on detecting annoyance and frustration, and of Steidl et
al. [71], who conducted detection of motherese and empathy.
More recently, few efforts towards automatic recognition of
nonlinguistic vocalizations like laughters [76] and cries [54] have
also been reported.

Some researchers started to turn their focus to investigation of
spontaneous emotion recognition by using the audio data
collected in call centers [46], [52], meetings [52], wizard of OZ
[7] or other dialogue systems [8], [48]. In this natural interaction
data, affective expressions are often subtle, and basic emotion
expressions seldom occurred. Accordingly, these studies always
chose to detect coarse affective states, i.e., positive, negative and
neutral in [46], [52], [48], or application-dependent states as
described above.

When the research shifts from posed emotion expression to
spontaneous emotion expression, only acoustic information is not
enough to detect the change of audio affective expression, as
indicated by Batliner et al. [7] that “the closer we get to a realistic
scenario, the less reliable is prosody as an indicator of the
speakers emotional state”. Thus, a few studies investigated the
combination of acoustic features and linguistic features (language
and discourse) to improve recognition performance. Typical
examples of linguistic-paralinguistic-fusion methods are those of
Litman et al. [48] and Schuller et al. [68], who used spoken words
and acoustic features, of Lee and Narayanan [46], who used
prosodic features, spoken words and information of repetition,
and of Bartliner et al. [7], who used Part-of-speech (POS),
dialogue act (DA), repetitions, corrections, and syntactic-prosodic
boundary to infer the emotion. Litman et al. [48] investigated the
role of the context information (e.g. subject, gender and problem,
turn-level features representing local and global aspects of the
prior dialogue) on audio affective recognition.

Although the above studies indicated recognition improvement by
using information of language, discourse and context, automatic
extraction of these related features is a difficult problem. First,
existing automatic speech recognition systems cannot reliably
recognize the verbal content of emotional speech [3]. Second how
to extract semantic discourse information is more challenging. As



a result, most of these features have been extracted manually or
directly from transcripts.

3.3 Audio-visual Expression Recognition

In the survey written by Pantic and Rothkrantz in 2003, [59], only
four studies were found that were focused on audiovisual affect
recognition. Since then, an increasing number of efforts are
reported toward this direction. Although most of existing audio-
visual affect recognition studies investigated recognition of basic
emotions, fewer efforts are underway to detect non-basic emotion,
i.e., those of Zeng et al. [85], [87], [88], who added 4 cognitive
states (interest, puzzlement, frustration and boredom) considering
the importance of these cognitive states in human computer
interaction.

Recently a few studies have been reported toward audio-visual
spontaneous emotion recognition [10], [30], [86]. These studies
are that of Zeng et al. [86], who used the data collected in
psychological research interview (Adult Attachment Interview),
and of Fragopanagos and Taylor [30] and Caridakis et al. [10],
who used the data collected in Wizard of OZ scenarios. Because
their data were not sufficient to build classifiers for fine-grained
affective states (e.g., basic emotions), they chose to recognize
coarse affective states, e.g., positive and negative states in [86], or
quadrants in evaluation-activation space [10], [30]. The studies
[10], [30] applied the FeelTrace system that enables raters to
continuously label the change of affective expressions. The study
[30] noticed the considerable labeling variation among four raters
using FeelTrace [19] due to subjectivity of audio-visual affect
judgment. Specifically, one rater mainly relied on audio
information to make judgment while another rater mainly relied
on visual information. In order to reduce this variation, the studies
[86] made the assumption that facial expression and vocal
expression has the same coarse emotional states (positive and
negative), and then directly used FACS-based labels of facial
expressions as audio-visual expression labels.

Three fusion strategies (feature-level, decision-level and model-
level fusions) are found to be used in the audio-visual affect
recognition. A typical example of feature-level fusion is the study
[9], which concatenated the prosodic features and facial features
to construct joint feature vectors that are then used to build an
affect recognizer. However, the different time scale and metric
level of features from different modalities and increasing feature
dimension influence the performance of the feature-level fusion.
Most of the bimodal affect recognition studies applied decision-
level fusion (e.g., [9], [31], [38], [79], [88]), which independently
model audio-only and visual-only expressions, then combine
these uni-modal recognition results at the end. Since humans
display audio and visual expressions in a complementary and
redundant manner, the conditional independent assumption of
decision-level fusion actually loses the correlation information
between audio and visual signals. Some interesting model-level
fusion methods are introduced that can make use of the
correlation between audio and visual streams, and relax the
requirement of synchronization of these streams. Zeng et al. [87]
presented Multi-stream Fused HMM to build an optimal
connection among multiple streams from audio and visual
channels according to maximum entropy and the maximum
mutual information criterion. Zeng et al. [85] extended this fusion
framework by introducing a middle-level training strategy under
which a variety of learning schemes can be used to combine
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multiple component HMMs. Song et al. [73] presented tripled
HMM to model correlation properties of three component HMMs
that are based individually on upper face, lower face and prosodic
dynamic behaviors. Fragopanagos and Taylor [30] proposed an
artificial neural network with a feedback loop called ANNA to
integrate the information from face, prosody and lexical content.
Caridakis et al. [10] investigated combining face and prosody
expressions by using Relevant Neural Networks.

4. CHALLENGES

The studies reviewed in the previous section indicate two new
trends in the research on automatic human affect recognition:
analysis of spontanecous affective behavior and multimodal
analysis of human affective behavior including audiovisual
analysis, combined linguistic and nonlinguistic analysis, and
multi-cue visual analysis based on facial expressions, head
movements, and/or body gestures. Several previously-recognized
problems have been finally addressed. At the same time, several
new challenging issues have been recognized, including the
necessity of studying the temporal correlations between the
different modalities (audio and visual) as well as between various
behavioral cues (e.g., facial, head, and body gestures).

Here we focus on discussing the challenges in computing methods
for developing of automatic spontaneous affect recognizer. As for
the challenges to spontaneous emotion database collection and
annotation, the readers are referred to [18], [21], [34], [59], [62].

4.1 Visual Input

Development of vision processing techniques that are robust in
fully unconstrained environments is still in the relatively distant
future. The existing visual face detection and tracking techniques
are just able to reliably handle the near-front/profile view of face
images with good resolution and lighting conditions. In a realistic
interaction environment, the arbitrary movement of subjects, low-
resolution and hand occlusion can cause these techniques to fail.
The view-independent facial expression recognition based on 3D
face model is worthy of further investigation [12], [83].
Development of a robust face detector, head and facial feature
tracker forms the first step in the realization of facial expression
analyzers capable of handling unconstrained environment.

In a realistic interaction environment, a facial expression analyzer
should be able to deal with noisy and partial data and to generate
its conclusion with confidence that reflects uncertainty of output
of face and face point localization and tracking. Further efforts are
needed toward modeling the static and dynamic structure of facial

expression in order to handle noise features, temporal
information, and partial data.
Except for few studies (e.g., [4], [16], [35], [40], [90]), the

existing efforts analyzed facial expression behavior isolated from
other visual cues (eye and head movement, and body gesture). It
is suggested in the study [44] that multimodal coordination of
facial expression, head movement and gesture is important to
judge certain affect expression such as embarrassment. Integration
of these multiple cues for automatic visual-based affect
recognition is a largely unexplored research.

4.2 Audio Input
When our aim is to detect spontaneous emotion expressions, we
have to take into account both linguistic and paralinguistic cues



that mingle together in audio channel. Although a number of
linguistic and paralinguistic features (e.g. prosodic, dysfluency,
lexicon, and discourse features) have been introduced for affect
recognition in literature, the optimal feature set has not yet been
established from the existing experiments.

Another challenge is how to reliably automatically extract these
linguistic and paralinguistic feature from the audio channel. When
we analyze the prosody in realistic conversation, we have to
consider the multiple functions of prosody that include expression
of affect and a variety of linguistic function [53]. Prosody features
can be used to indicate discourse and segmentation information
not only to express emotion. The prosodic event model that can
reflect these functions simultaneously is worthy of further
investigation. In addition, automatic extraction of spoken words
from spontaneous emotional speech is also a difficult problem
because the recognition rate of the exiting automatic speech
recognition (ASR) system is far from perfect. The emotional
aspects in speech further reduce ASR performance [3]. The
automatic extraction of high-level underlying semantic linguistic
information (e.g. dialogue act, repetitions, corrections, and
syntactic information) is more challenging.

4.3 Fusion

Although the benefit of fusion (i.e., audio-visual fusion, linguistic
and paralinguistic fusion, multi-visual-cue fusion from face, head
and body gestures) for affect recognition is expected from
engineering and psychological perspectives, our knowledge of
how humans achieve this fusion is extremely limited. The
neurological studies on fusion of sensory neurons [72] seem to
more support early fusion (i.e., feature-level fusion) than late
fusion (i.e., decision-level fusion). However, it is an open issue
how to construct suitable joint feature vectors composed of
features from different modalities with different time scales,
different metric levels and different dynamic structures, based on
existing methods. Due to these difficulties, most researchers
choose decision-level fusion that simplifies the fusion problem by
introducing the conditional dependent assumption. Model-level
fusion or hybrid fusion that combines the benefits of both feature-
level and decision-level fusion methods may be the best choice
for this fusion problem. Based on existing knowledge and
methods, how to model multimodal fusion is largely unexplored.
A number of issues relevant to fusion require further
investigation, such as the optimal level of integrating these
different streams, the optimal function for the integration, as well
as inclusion of suitable estimations of reliability of each stream.

4.4 Context

Investigation is clearly warranted to address how to make use of
contextual information to improve the performance of affect
recognition. Emotions are intimately related to a situation being
experienced or imagined by human. Without context, human may
misunderstand speaker’s emotion expressions. Since the problem
of context sensing is very difficult to solve, pragmatic approaches
(e.g. activity- and user-profiled approaches) should be taken when
learning the grammar of human affective behavior [57]. Yet, with
the exception for a few studies (e.g., [29], [40], [48], [60]),
virtually all existing approaches to machine analysis of human
affect are context insensitive. Building a context model that
includes person ID, gender, age, conversation topic, and workload
need the help from other research field like face recognition,
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gender recognition, age recognition, topic detection, and task
tracking.

4.5 Evaluation

Unfortunately, the diverse methods reviewed in this paper are
difficult to compare because they are rarely tested on a common
experimental condition (e.g., data and annotation). United efforts
of different research communities are needed to address the
evaluation of system performance based on a comprehensive,
readily accessible benchmark database with annotation.

S. CONCLUSION

In the comprehensive survey written by Pantic and Rothkrantz in
2003 [59], almost all automatic affect recognition efforts were
based small artificial emotion data, and only four studies were
focused on audio-visual affect recognition. Since then, the picture
has changed considerably. Increasing efforts are reported toward
recognition of spontaneous affective expression by using audio
and visual information and fusion methods. Some pilot studies
have identified some problems that have been missed or avoided
in uni-modal posed emotion recognition.

The shifts of perspective in affect recognition research, from uni-
modal to multimodal and from posed emotion expression to
spontaneous emotion expression, in turn highlight many
challenges to our knowledge and existing techniques.
Collaboration among related disciplines is certainly the most
powerful means to advance our knowledge on the nature of affect,
and in turn enhance automatic affect recognition performance.
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In recent studies of the structure of affect, positive and negative affect have consistently emerged as
two dominant and relatively independent dimensions. A number of mood scales have been created
to measure these factors; however, many existing measures are inadequate, showing low reliability
or poor convergent or discriminant validity. To fill the need for reliable and valid Positive Affect and
Negative Affect scales that are also brief and easy to administer, we developed two 10-item mood
scales that comprise the Positive and Negative Affect Schedule (PANAS). The scales are shown to be
highly internally consistent, largely uncorrelated, and stable at appropriate levels over a 2-month
time period. Normative data and factorial and external evidence of convergent and discriminant

validity for the scales are also presented.

Two dominant dimensions consistently emerge in studies of
affective structure, both in the United States and in a number
of other cultures. They appear as the first two factors in factor
analyses of self-rated mood and as the first two dimensions in
multidimensional scalings of facial expressions or mood terms
(Diener, Larsen, Levine, & Emmons, 1985; Russell, 1980,
1983; Stone, 1981; Watson, Clark, & Tellegen, 1984; Zevon &
Tellegen, 1982).

Watson and Tellegen (1985) have summarized the relevant
evidence and presented a basic, consensual two-factor model.
Whereas some investigators work with the unrotated dimen-
sions (typically labeled pleasantness—unpleasantness and
arousal), the varimax-rotated factors—usually called Positive
Affect and Negative Affect—have been used more extensively in
the self-report mood literature; they are the focus of this article.
Although the terms Positive Affect and Negative Affect might
suggest that these two mood factors are opposites {that is,
strongly negatively correlated), they have in fact emerged as
highly distinctive dimensions that can be meaningfully repre-
sented as orthogonal dimensions in factor analytic studies of
affect.

Briefly, Positive Affect (PA) reflects the extent to which a per-
son feels enthusiastic, active, and alert. High PA is a state of
high energy, full concentration, and pleasurable engagement,
whereas low PA is characterized by sadness and lethargy. In con-
trast, Negative Affect (NA) is a general dimension of subjective
distress and unpleasurable engagement that subsumes a variety
of aversive mood states, including anger, contempt, disgust,
guilt, fear, and nervousness, with low NA being a state of calm-
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ness and serenity. These two factors represent affective state di-
mensions, but Tellegen (1985; see also Watson & Clark, 1984)
has demoenstrated that they are related to corresponding affec-
tive trait dimensions of positive and negative emotionality (indi-
vidual differences in positive and negative emotional reactivity).
Trait PA and NA roughly correspond to the dominant personal-
ity factors of extraversion and anxiety/neuroticism, respectively
(Tellegen, 1985; Watson & Clark, 1984). Drawing on these and
other findings, Tellegen has linked trait NA and PA, respectively,
to psychobiological and psychodynamic constructs of sensitiv-
ity to signals of reward and punishment. He has aiso suggested
that low PA and high NA (both state and trait) are major distin-
guishing features of depression and anxiety, respectively (Tel-
legen, 1983; see also Hall, 1977).

Numerous PA and NA scales have been developed and stud-
ied in a variety of research areas. Generally speaking, the find-
ings from these studies indicate that the two mood factors relate
to different classes of variables. NA——but not PA—is related to
self-reported stress and {poor) coping (Clark & Watson, 1986;
Kanner, Coyne, Schaefer, & Lazarus, 1981; Wills, 1986), health
complaints (Beiser, 1974; Bradburn, 1969; Tessler & Mechanic,
1978; Watson & Pennebaker, in press), and frequency of un-
pleasant events (Stone, 1981; Warr, Barter, & Brownbridge,
1983). In contrast, PA—but not NA—is related to social activ-
ity and satisfaction and to the frequency of pleasant events
(Beiser, 1974; Bradburn, 1969; Clark & Watson, 1986, 1988;
Watson, 1988).

Anomalous and incensistent findings have also been re-
ported, however. For example, whereas most studies have found
these NA and PA scales to have low or nonsignificant corre-
lations with one another (e.g., Clark & Watson, 1986, 1588;
Harding, 1982; Moriwaki, 1974; Warr, 1978; Wills, 1986), oth-
ers have found them to be substantially related (Brenner, 1975;
Diener & Emmons, 1984; Kammann, Christie, Irwin, &
Dixon, 1979). There are many possible explanations for such
inconsistencies (e.g., see Diener & Emmons, 1984), but one that
must be considered concerns the various scales themselves. It
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may be, for example, that some scales are simply better, purer
measures of the underlying factors than are others. Watson (in
press) reported evidence supporting this idea. He found that
some scale pairs (such as those used by Diener and his associates
in a number of studies; e.g., Diener & Emmons, 1984; Diener &
Iran-Nejad, 1986; Diener et al., 1985) yield consistently higher
NA-PA correlations than do others (such as our own scales, to
be described shortly).

More generally, one must question the reliability and validity
of many of these measures. Some mood scales have been devel-
oped through factor analysis (e.g., Stone, 1981), but others have
been constructed on a purely ad hoc basis with no supporting
reliability or validity data (e.g., McAdams & Constantian,
1983). Watson (in press} analyzed the psychometric properties
of several popular measures and found many of them to be
wanting, at least for use in student populations. For example,
Bradburn’s (1969) widely used NA and PA scales were unreli-
able (coefficient & = .52 for NA, .54 for PA) and only moder-
ately related to other measures of the same factor (for NA, the
convergent correlations ranged from .39 to .52; for PA, they
ranged from .41 to .53). The short PA and NA scales used by
Stone and his colleagues (Hedges, Jandorf, & Stone, 1985;
Stone, 1987, Stone, Hedges, Neale, & Satin, 1985) were also
unreliable (in two samples, the NA scale had coefficient as of
.48 and .52, whereas the PA scale had corresponding values of
.64 and .70),

Clearly there is a need for reliable and valid PA and NA scales
that are also brief and easy to administer. In this article we de-
scribe the development of such scales, the 10-item NA and PA
scales that comprise the Positive and Negative Affect Schedule
(PANAS), and present reliability and validity evidence to sup-
port their use.

Development of the PANAS Scales

Much of our previous mood research has been concerned
with identifying these dominant dimensions of affect and clari-
fying their nature (Clark & Watson, 1986, 1988; Tellegen, 1985;
Watson, in press; Watson & Clark, 1984; Watson et al., 1984;
Watson & Tellegen, 1985; Zevon & Tellegen, 1982). To have a
broad and representative sample of mood descriptors, we have
used questionnaires that contained a large number (57-65) of
mood terms. Once the basic NA and PA factors were clearly
identified, however, we wanted to measure them more simply
and economically. We therefore turned our attention to the de-
velopment of brief PA and NA scales.

Qur greatest concern was to select terms that were relatively
pure markers of either PA or NA; that is, terms that had a sub-
stantial loading on one factor but a near-zero loading on the
other. As a starting peint, we used the 60 terms included in the
factor analyses reported by Zevon and Tellegen (1982). This
sample of descriptors was constructed by selecting three terms
from each of 20 content categories; for example, the terms
guilty, ashamed, and blameworthy comprise the guilty category

- (see Zevon & Tellegen, 1982, Table 1). The categories were iden-
tified through a principal-components analysis of content sort-
ings of a large sample of descriptors and provide a comprehen-
sive sample of the affective lexicon,

From this list we selected those terms that had an average
loading of .40 or greater on the relevant factor across both the
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R- and P-analyses reported in Zevon & Tellegen (1982). Twenty
PA markers and 30 NA markers met this initial criterion. How-
ever, as noted previously, we were also concerned that the terms
not have strong secondary loadings on the other factor. We
therefore specified that a term could not have a secondary load-
ing of ).25| or greater in either analysis. This reduced the pool
of candidate descriptors to 12 for PA and 25 for NA.

Preliminary reliability analyses convineed us that 10 terms
were sufficient for the PANAS PA scale; we therefore dropped 2
terms {delighted and healthy) that had relatively high secondary
loadings on NA. This yielded the final list of 10 descriptors for
the PA scale: atfentive, interested, alert, excited, enthusiastic,
inspired, proitd, determined, strong and active.

The 25 NA candidate terms included ali 3 terms from seven
of the content categories (distressed, angry, contempt, revul-
sion, fearful, guilty, and jittery) and 2 from each of two others
(rejected and angry at self). Because we wanted to tap a broad
range of content, we constructed a preliminary 14-item scale
that included 2 terms from each of the seven complete triads.
We found, however, that the contempt and revulsion terms did
not significantly enhance the reliability and validity of the scale.
Moreover, these terms were less salient to our subjects and were
occasionally left unanswered. We therefore settled on a final 10-
item version that consisted of 2 terms from each of the other five
triads: distressed, upset (distressed); hostile, irritable {angry);
scared, afraid (fearful); ashamed, guilty (guilty); and nervous,
Jittery (jittery). The final version of PANAS is given in the Ap-
pendix.

Reliahility and Validity of the PANAS Scales
Subjects and Measures

The basic psychometric data were gathered primarily from
undergraduates enrolled in various psychology courses at
Southern Methodist University (SMU), a private southwestern
university. The students participated in return for extra course
credit. In addition, groups of SMU emplovees completed ques-
tionnaires asking how they felt “during the past few weeks”
(n = 164) and “during the past few days” (n = 50). A sample of
53 adults not affiliated with SMU also filled out a mood form
with “today™ time instructions. Preliminary analyses revealed
no systematic differences between student and nonstudent re-
sponses, and they have been combined in all analyses. Neverthe-
less, because most of our data were collected from college stu-
dents, it is important to establish that the PANAS scales also
work reasonably well in adult and clinical samples. We briefly
address this issue in a later section.

The mood questionnaire consisted of a single page with the
60 Zevon: and Tellegen (1982) descriptors arrayed in various
orders. The subjects were asked to rate on a 5-point scale the
extent to which they had experienced each mood state during
a specified time frame. The points of the scale were labeled very
slightly or not at all, a little, moderately, quite a bit, and very
muich, respectively, The PANAS terms were randomly distrib-
uted throughout the questionnaire. It is important to note that
we have since used the 20 PANAS descriptors without these ad-
ditional terms and obtained essentially identical results (Clark
& Watson, 1986; Watson, 1988).

We obtained ratings with seven different temporal instruc-



DEVELOPMENT AND VALIDATION OF THE PANAS SCALES

Table 1
Positive and Negative Affect Schedule (PANAS) Scale Means
and Standard Deviations for Each Rated Time Frame

PANAS PA PANAS NA
Scale Scale
Time
instructions n M SD M D
Moment 660 29.7 7.9 14.8 54
Today 657 29.1 8.3 16.3 6.4
Past few days 1,002 33.3 7.2 17.4 6.2
Past few weeks 586 32.0 7.0 19.5 7.0
Year 649 36.2 6.3 22,1 6.4
General 663 350 6.4 18.1 5.9

Note. PA = Positive Affect. NA = Negative Affect.

tions. Subjects were asked to rate how they felt (a) “right now
(that is, at the present moment)” {(smoment instructions); (b)
“today” (today); (c) “during the past few days™ (past few days);
(d) “during the past week™ (week); {e) “during the past few
weeks” (past few weeks), (f) “during the past year” (year), and
(g) “in general, that is, on the average” (general). For six of these
time frames, we collected data on large samples to be used for
normative, internal consistency, and factor analyses. The ns are
660 (moment), 657 (today), 1,002 (past few days), 586 (past few
weeks), 649 (vear), and 663 (general). These samples are largely
but not completely independent: Some subjects completed
mood forms involving two or more different temporal instruc-
tions; such multiple ratings were always spaced at least | week
apart. In addition, a subset of these subjects (r = 101) com-
pleted ratings on all seven time frames on two different occa-
sions, providing retest data.

Normative and Reliability Data

Basic scale data. Table | presents basic descriptive data on
the PANAS PA and NA scales for the various time instructions.
Given the large sample sizes, these provide reasonably good col-
lege student norms, In our data, we have not found any large or
consistent sex differences, so the data are collapsed across sex.
Nevertheless, it scems advisable to test for sex differences in any
new (especially nonstudent) sample.

Inspecting Table 1, one sees that subjects report more PA
than NA, regardless of the time frame. Moreover, mean scores
on both scales tend to increase as the rated time frame length-
ens, This pattern is expectable: As the rated time period in-
creases, the probability that a subject will have experienced a
significant amount of a given affect also increases.

The PANAS scale intercorrelations and internal consistency
reliabilities (Cronbach’s coefficient «) are reported in Table 2.
The alpha reliabilities are all acceptably high, ranging from .86
to .90 for PA and from .84 to .87 for NA. The reliability of the
scales is clearly unaffected by the time instructions used.

The correlation between the NA and PA scales is invariably
low, ranging from —.12 to —.23; thus, the two scales share ap-
proximately 1% to 5% of their variance. These discriminant val-
ues indicate quasi-independence, an attractive feature for many
purposes, and are substantially lower than those of many other
short PA and NA scales (see Watson, in press). Interestingly,
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our PA-NA correlation was unaffected by the rated time frame,
whereas Diener and Emmons (1984) found that the correlation
between their PA and NA scales decreased as the rated time
frame lengthened. However, this discrepancy is beyond the
scope of our article; see Watson (in press) for a detailed discus-
sion of the effects of different temporal instructions on various
mood scales.

Test-retest reliability. Asnoted previously, 101 SMU under-
graduates filled out PANAS ratings for each of the seven time
frames on two different occasions. The mood ratings were col-
lected at weekly intervals. The first set of ratings was collected
during Weeks 1-7 of the fall 1986 semester in the following or-
der: year, past few days, today, past few weeks, general, moment,
and week. Then, following a 1-week break, the PANAS scales
were readministered during Weeks 9-135 in the same sequence,
Thus, each scale was retested afier an 8-week interval.

These reliability data are shown in Table 3. The NA and PA
stability values were first compared at each rated time frame
and no significant differences were found (p > .03, 2-tailed ¢
test). Multiple comparisons were then made across the time
frames for each affect separately (p < .002, Bonferroni cor-
rected for 21 comparisons). Not surprisingly, the retest stability
tends to increase as the rated time frame lengihens. Ratings of
longer time periods, such as how one has felt during the past
few weeks or the past year, are implicit aggregations. In a sense,
subjects average their responses over a longer time frame and
hence over more occasions. Thus, these data replicate the fre-
quent finding that stability rises with increasing temporal ag-
gregation (e.g., Diener & Larsen, 1984; Epstein, 1979). The sta-
bility coefficients of the general ratings are high enough to sug-
gest that they may in fact be used as trait measures of affect.

It is also noteworthy that the PANAS scales exhibit a signifi-
cant level of stability in every time frame, even in the moment
ratings, These results are also consistent with earlier findings
(e.g., Watson & Clark, 1984, Table 8) and reflect the strong dis-
positional component of affect. That is, even momentary
moods are, to a certain extent, reflections of one’s general
affective level (Costa & McCrae, 1980; Watson & Clark, 1984).

Generalizability to nonstudent samples. Our largest nonstu-
dent sample consisted of 164 SMU employees who rated how
they had felt during the past few weeks. A separate analysis of
this sample yielded results comparable with the values listed in

Table 2
Internal Consistency Reliabilities (Coefficient Alpha)
and Scale Intercorrelations

Alpha reliabilitics

PA-NA

Time PANAS PA PANAS NA intercor-

instructions n scale scale relation
Moment 660 .8¢ .85 —.15
Today 657 90 87 —.12
Past few days 1,002 88 .85 -.22
Past few weeks 586 87 87 =22
Year 649 .86 .84 -.23
General 663 88 .87 -.17

Note. PANAS = Positive and Negative Affect Schedule, PA = Positive
Affect. NA = Negative Affect.
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Table 3
Test-Retest Reliabilities of the Positive and Negative
Affect Schedule (PANAS) Scales (8-Week Retest Interval)

Time PANAS PA PANAS NA

instructions scale scale
Moment 54 45t
Today A7° 390
Past few days 48> 420
Past week A7 A7
Past few weeks .5gw Azt
Year 63 607
General .68* g1

Note. n = 101. Coeflicients not sharing the same superscript are differ-
ent at pp < .05 (two-tailed, Bonferroni corrected for multiple compari-
sons). PA = Positive Affect. NA = Negative Affect. Significance tests are
computed separately for each scale. See text for further details.

Table 2. Specifically, the alpha reliabilities of the PANAS PA
and NA scales were .86 and .87, respectively, and the correlation
between the scales was —.09. Given these data, we believe that
the PANAS scales will provide useful information in adult sam-
ples as well, although further data are desirable to establish this
fully.

We have also collected data on a small (n = 61) psychiatric
inpatient sample using the general instructions. Again, the PA-
NAS scales were reliable (for PA, a = .85; for NA, « = 91) and
only moderately intercorrelated with one another (r = —.27).
Given the small sample size, these data cannot be considered
definitive, but they are encouraging and suggest that the PANAS
scales retain their reliability and quasi-independence in clinical
samples. In addition, all but four of the patients retook the mea-
sure after a 1-week interval, and the resulting stability analyses
yielded high test-retest reliabilities: .81 for NA and .79 for PA.
Finally, consistent with previous studies (Watson & Clark,
1984), we found significant group differences for NA, with the
patients considerably higher (M = 26.6) and more variable
(SD = 9.2) than the normative group (M = 18.1, D = 5.9; see
Table 1). The corresponding differences for PA (patient group
M = 32.5, SD = 1.5; normative group M = 35.0, D = 6.4}
were also statistically significant because of the very large n of
the normative sample, but it would be premature to accept a
mean scale difference of 2.5 points as clinically meaningful
without further study.

Factorial Validity

Scale validity, An important step in evaluating the PANAS
scales is to demonstrate that they adequately capture the under-
lying mood factors. To do this, we subjected ratings on the 60
Zevon and Tellegen (1982) mood descriptors in each of the six
large data sets to a principal factor analysis with squared multi-
ple correlations as the communality estimates. Two dominant
factors emerged in each solution. Together, they accounted for
roughly two thirds of the common variance, ranging from
62.8% in the moment solution to 68.7% in the generat ratings.
The first two factors in each solution were then rotated to or-
thogonal simple structure according to the varimax criterion,

Each of the six solutions generated two sets of factor scoring
weights that can be used to compute regression estimates of the
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underlying PA and NA factors in those data. Within each data
set, we then correlated these estimated factor scores with the
PANAS PA and NA scales. The results, shown in Table 4, dem-
onstrate the expected convergent/discriminant pattern: Both
PANAS scales are very highly correlated with their correspond-
ing regression-based factor scores in each solution, with conver-
gent correlations ranging from .89 to .95, whereas the discrimi-
nant correlations are quite low, ranging from —.02 to —.18.

Ttemvalidity. 1t is also important to demonstrate the factorial
validity of the individual PANAS items, To do this, we factored
subjects’ ratings on the 20 PANAS descriptors in each of the
six data sets; as before, we used a principal factor analysis with
squared multiple correlations as the initial communality esti-
mates. Because the PANAS terms were selected to be relatively
pure factor markers, it is not surprising that two dimensions
accounted for virtually all of the comamon variance in these so-
lutions (ranging from 87.4% in the moment data to 96.1% in
the general ratings).

Median varimax loadings for the PANAS terms on these two
factors are presented in Table 5. All of the descriptors have
strong primary loadings (.50 and above) on the appropriate fac-
tor, and the secondary loadings are all acceptably low. Thus, all
of the PANAS items are good markers of their corresponding
factors.

Rating scale effects. The data shown in Tables | through 5
are all based on the same 5-point rating scale. Because the sub-
jects were instructed to rate the extent to which they experi-
enced each mood state, this may be termed an extent format. It
seems reasonable to ask, however, whether different response
formats might yield different results. Warr et al, (1983) have
presented data indicating that the correlation between PA and
NA scales varies according to the response scale used. Specifi-
cally, their PA and NA scales were highly correlated when they
used a frequency-type format in which subjects rated the pro-
portion of time they had experienced each mood state during a
specified time period.

To test the effect of rating format, we collected ratings on 54
mood terms in two different student samples, both using past
few weeks time instructions. In the first sample, 413 subjects
rated their mood using the usual extent rating format. In the
second, 338 students rated themselves on a 4-point frequency

Table 4

Correlations Between the Positive and Negative Affect Schedule
(PANAS) Scales and Scores of the First Two

Varimax Factors in Each Sample

PANAS PA scale PANAS NA scale
correlations correlations
Time
instructions n Factor1 Factor2 Factorl Factor2

Moment 660 -.02 .95 91 -.15
Today 657 -.02 .95 93 —.11
Past few days 1,002 —-.15 92 93 -.10
Past few weeks 586 -.10 92 92 —.18
Year 649 -.17 .89 93 —.09
General 663 —.08 .94 93 —.12

Note. Factor analyses are based on the set of 60 mood terms reported
in Zevon & Tellegen (1982). PA = Positive Affect. NA = Negative Affect.
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Table 5

Median Varimax-Rotated Factor Loadings of the Positive
and Negative Affect Schedule (PANAS)

Descripitors Across the Six Solutions

Loading on
PANAS Positive Negative

descriptor Affect Affect
Enthusiastic 75 —.12
Interested 73 =07
Determined 70 —.0t
Excited 68 .00
Inspired 67 -.02
Alert 63 —.10
Active 61 —-.07
Strong 60 —.15
Proud 87 -.10
Attentive 52 -.05
Scared .01 .74
Afraid .01 .70
Upset -.12 67
Distressed ~.16 .67
Jittery .00 .60
Nervous ~.04 .60
Ashamed -.12 .59
Guilty ~.06 .55
Irritable -.14 55
Hostile -.07 .52

format (the options were [ittle or none af the time, some of the
time, a good part of the time, and most of the time).

In addition to the PANAS terms, the mood descriptors used
in these samples allowed us 1o compare the factorial validity of
our scales with those of other investigators. In both samples, we
were able to measure the brief NA and PA scales developed by
Diener and Emmons {1984, Studies 3 through 5; see also Diener
& [ran-Nejad, 1986; Diener & Larsen, 1984; Diener et al,,
1985), Stone and his associates (Hedges et al.,, 1985; Stone,
1987; Stone et al., 1985), and McAdams and Constantian
(1983). Further, in the extent sample, 301 subjects rated them-
selves on Bradburn’s (1969) widely used NA and PA scales;
these were replaced by Warr et al.’s (1983) revised measures in
the frequency sample.

The ratings in each sample were subjected to separate princi-
pal factor analyses with squared multiple correlations in the di-
agonal (these analyses are reported in detail in Watson, in
press). Two large factors emerged in each solution, accounting
for 75.4% and 73.3% of the common variance in the extent and
frequency data, respectively. The first two factors in each solu-
tion were therefore rotated using varimax.

Table 6 presents correlations between the various mood
scales and regression estimates of these factors. Considering first
the PANAS scales, Table 6 demonstrates that they have excel-
lent factorial validity even when a frequency response format is
used: In both samples the convergent correlations are above .90
and the discriminant coefficients are all low, Thus, while we
prefer an extent-type rating scale, other response formats can
be used without diminishing the factorial validity of the scales.

Table ¢ also demonstrates that the PANAS scales compare
favorably with other brief affect measures. With the exception
of the Bradburn scales, all of the mood scales have good conver-
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gent correlations (i.e., .76 to .92) with the appropriate factor,
but none are higher than the corresponding values for the PA-
NAS scales, Thus, in terms of convergent validity, most of these
scales are reasonable approximations of the underlying factors,
although some are clearly more precise representations than
others. The discriminant correlations vary widely, however, es-
pecially in the frequency-format data, where many of the co-
efficients exceed —.30; across both samples, only the PANAS
scales have discriminant correlations consistently under —.20,
Overall, the PANAS scales offer the clearest convergent/dis-
criminant pattern of any pair.

In summary, the PANAS scales provide reliable, precise, and
largely independent measures of Positive Affect and Negative
Affect, regardless of the subject population studied or the time
frame and response format used.

External Validity

Correlations with measures of distress and psychopathology.
It is also interesting to examine correlations between the PA-
NAS scales and measures of related constructs, such as state
anxiety, depression, and general psychological distress (for an
extended discussion of how Positive and Negative Affect relate
to anxiety, depression, and general psychological dysfunction,
see Tellegen, 1985; Watson & Clark, 1984). We have used the
PANAS scales in conjunction with a number of other com-
monly used measures and report here on three of them: the
Hopkins Symptom Checklist (HSCL; Derogatis, Lipman, Rick-

Table 6

Correlations Between Various Positive Affect (PA) and Negative
Affect (NA) Mood Scales and the Factor Scores From the
Extent- and Frequency-Format Data

Frequency
Extent format format
Factor  Factor Factor  Factor
Mood scale 1 2 1 2
Positive Affect scales

PANAS .92 -.08 92 -.12
Diener & Emmons (1984) .89 -22 .87 —.36
McAdams & Constantian

(1983) .90 —-.19 86 -.31
Stone, Hedges, Neale, &

Satin (1985) 88 -.04 .81 —.20
Warr, Barter, &

Brownbridge (1983) —_ — 81 =30
Bradburn {1969) 50 —.18 —_ —

Negative Affect scales

PANAS —.08 .94 —.16 91
Diener & Emmons (1984) -.21 .92 -.35 .89
McAdams & Constantian

(1983) -.20 81 —.43 .76
Stone, Hedges, Neale, &

Satin (1985) .06 .84 —11 81
Warr, Barter, &

Brownbridge (1983) — —_ -.32 .79
Bradburn {1969) -2t 51 — —

Note. ns with the extent-format factors ranged from 301 to 413. ns with
the frequency-format factors ranged from 336 to 338. PANAS = Posi-
tive and Negative Affect Schedule.
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Table 7

Correlations Between the Positive and Negative Affect
Schedule (PANAS) Scales and the Hopkins Symptom
Checklist (HSCL), Beck Depression Inventory (BDI),
and STAI State Anxiety Scale (A-State)

Correlations with
Measure and PANAS

time instructions n PANAS NA PANAS PA
HSCL

Past few weeks 398 74 —.19

Today* 53 .65 -.29
BDI

Past few days 880 .56 =35

Past few weeks 208 .58 -.36
A-State

Past few weeks 203 Sl -.35

Note. Unless otherwise noted, subjects are college students. PA = Posi-
tive Affect. NA = Negative Affect.
* Normal adult sample.

els, Uhlenhuth, & Covi, 1974), the Beck Depression Inventory
(BDI;, Beck, Ward, Mendelson, Mock, & Erbaugh, 1961), and
the State~Trait Anxiety Inventory State Anxiety Scale (A-State;
Spielberger, Gorsuch, & Lushene, 1970).

The HSCL (Derogatis et al., 1974) is a measure of general
distress and dysfunction. Subjects rate the extent to which they
have experienced each of 58 symptoms or problems during the
past week. The HSCL and a subsequent 90-item version, the
SCL-90 (Derogatis, Rickels, & Rock, 1976), have been used fre-
quently as measures of clinical symptomatology in both normal
and clinical populations (¢.g., Gotlib, 1984; Kanner et al., 1981;
Rickels, Lipman, Garcia, & Fisher, 1972). Although the HSCL
and SCL-90 each contain several subscales, analyses have re-
peatedly shown that both instruments reflect a large general dis-
tress factor (e.g., Dinning & Evans, 1977; Gotlib, 1984).

The BDI (Beck et al., 1961) is a 2 1-item self-report measure
of depressive symptomatology. Subjects rate whether they have
experienced each symptom during the past few days. The BDI
is commonly used to assess mild to moderate levels of depres-
sion, and studies have generally supported its validity in this
context (e.g., Bumberry, Oliver, & McClure, 1978; Coyne &
Gotlib, 1983; Hammen, 1980).

The A-State (Spielberger et al., 1970) is a 20-item scale that
asks subjects to rate their current affect. Researchers have used
the A-State to study subjects’ responses to a variety of stressful
and aversive events, including surgery, shock, pain, failure, criti-
cism, interviews, and exams (see Watson & Clark, 1984).

Correlations between the PANAS scales and the HSCL, BD1,
and A-State are presented in Table 7. Looking first at the HSCL,
Table 7 indicates that it is largely a measure of NA, although it
alse shows modest (negative) correlations with PA. In fact, the
correlations between the HSCL and the PANAS NA scale are
high enough to suggest that the two measures are roughly inter-
changeable, at least in normal populations. Insofar as this is the
case, the PANAS NA scale seems to offer a shorter (10 vs. 58
items), simpler, and conceptually more straightforward mea-
sure of general psychological distress.

The BDI is also substantially correlated with the PANAS NA
scale, but the coefficients are not so high as to indicate inter-
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changeability. In addition, the BDI has significant (negative)
correlations with PA, consistent with previous findings that de-
pressive symptomatology is affectively complex (Tellegen, 1985;
Watson & Clark, 1984; Watson, Clark, & Carey, in press). That
is, it invelves the lack of pleasurable experiences (low PA) in
addition te anger, guilt, apprehension, and general psychologi-
cal distress (high NA). The PANAS scales offer the advantage
of providing reliable and independent measures of these two
affective components. Researchers interested in studying de-
pressed affect might therefore want to use the PANAS scales as
a complement to more traditional depression measures.

The A-State is also a mixture of high NA and low PA, repli-
cating the results of Watson and Clark (1984, Table 4) using
NA and PA factor scores. An inspection of the A-State’s items
indicates why this is the case. Many of the items tap mood states
traditionally associated with anxiety (e.g., feeling fense, upset,
worrted, anxious, nervous, jittery, and highstrung) or its absence
(c.p., feeling calin, relaxed, and content), and such items will
produce a substantial correlation with the PANAS NA scale.
Other (reverse-keyed) items, however, reflect pleasant or high
PA states (e.g., feeling joyful, pleasant, self-confident, and
rested) that account for the A-State’s significant correlation
with PA. The A-State has repeatedly demonstrated its useful-
ness as a sensitive measure of unpleasant mood states; but, as
with the BDI, the PANAS scales offer the advantage of assessing
these two affective components separately.

Intraindividual analyses of nontest correlates.'! When used
with short-term time frame instructions (i.e., moment or to-
day), the PANAS scales are sensitive to changing internal or ex-
ternal circumstances. We have used the PANAS scales in three
large scale within-subjects investigations that illustrate their
usefulness in studying qualitatively distinctive intraindividual
mood fluctuations. In the first (Watson, 1988), 80 subjects com-
pleted a PANAS questionnaire each evening for 5-7 weeks, us-
ing today time instructions. At each assessment the subjects also
estimated their social activity (number of hours spent with
friends that day) and rated the level of stress they had experi-
enced. A total of 3,554 measurements were collected (M = 44.4
per subject). As hypothesized, within-subject variations in per-
ceived stress were strongly correlated with fluctuations in NA
but notin PA, Also, as expected, social activity was more highly
related to PA than to NA.

The other two studies were primarily concerned with diurnal
variation in mood. Clark and Watson (1986) had 123 subjects
fill cut a PANAS form every 3 waking hours for a week using
moment time instructions. Subjects also rated their current
stress and noted whether they had been interacting socially
within the past hour. A total of 5,476 assessments were collected
(M = 44.9 per subject). Leeka (1987) replicated this design with
an additional 73 subjects (a total of 3,206 measurements; M =
43.9 per subject). In both studies, perceived stress was again
consistently correlated with intraindividual fluctuations in NA
but not in PA, And, as before, social interaction was more
strongly related to PA than to NA,

PA also showed a strong time-of-day effect in both studies.
Specifically, PA scores tended to rise throughout the morning,

! The data reported in Watson (1988) and Clark and Watson (1986)
are based on PA and NA factor scores. We have reanalyzed these data
using the PANAS scales and have obtained virtually identical results.
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remain steady during the rest of the day, and then decline again
during the evening. However, NA did not exhibit a significant
diurnal pattern in either sample.

Conclusion

We have presented information regarding the development of
brief scales to measure the two primary dimensions of mood—
Positive and Negative Affect. Whereas existing scales are unreli-
able, have poor convergent or discriminant properties, or are
cumbersome in length, these 10-item scales are internally con-
sistent and have excellent convergent and discriminant corre-
lations with lengthier measures of the underlying mood factors.
They also demonstrate appropriate stability over a 2-month
time period. When used with short-term instructions (e.g., right
now or today), they are seasitive to fluctuations in mood,
whereas they exhibit traitlike stability when longer-term in-
structions are used (e.g., past year or general). The scales corre-
late at predicted levels with measures of related constructs and
show the same pattern of relations with external variables that
have been seen in other studies. For example, the PA scale (but
not the NA scale) is related to sociat activity and shows signifi-
cant diurnal variation, whereas the NA scale (but not the PA
scale) is significantly related to perceived stress and shows no
circadian pattern.

Thus, we offer the Positive and Negative Affect Schedule as
a reliable, valid, and efficient means for measuring these two
important dimensions of mood.
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Appendix

The PANAS

This scale consists of a number of words that describe different feclings and emotions, Read each item and then mark
the appropriate answer in the space next to that word. Indicate to what extent [INSERT APPROPRIATE TIME
INSTRUCTIONS HERE]. Use the following scale 1o record your answers,

1 2 4 5
very slightly a little moderately quite a bit extremely
ot not atall

interested irritable
distressed alert
excited ashamed
upset inspired
____ strong nervous
guilty determined
scared atientive
hostile Jittery
enthusiastic active
proud afraid

We have used PANAS with the following time instructions:

Moment {you feel this way right now, that is, at the present moment)
Today {(you have felt this way today)

Past few days  (you have felt this way during the past few days)

Week (you have felt this way during the past week)

Past few weeks (you have felt this way during the past few weeks)

Year {you have felt this way during the past year)

General (you generally feel this way, that is, how you feel on the average)
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