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ABSTRACT
The constantly rising demand for human-like conversational agents
and the accelerated development of natural language processing
technology raise expectations for a breakthrough in intelligent ma-
chine research and development. However, measuring intelligence
is impossible without a proper test. Alan Turing proposed a test for
machine intelligence based on imitation and unconstrained con-
versations between a machine and a human. To the best of our
knowledge, no one has ever conducted Turing’s test as Turing pre-
scribed, even though the Turing Test has been a bone of contention
for more than seventy years. Conducting a bona fide Turing Test
will contribute to machine intelligence evaluation research and
has the potential to advance AI researchers in their ultimate quest,
developing an intelligent machine.
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Conversational agents are frequently used in commerce [11], edu-
cation [8], and games [3]. Moreover, technological developments
grant companies the ability to integrate conversational agents into
private sector smart systems. Smart devices allow users to manage
their time efficiently with a digital assistant, such as Apple’s Siri
and Amazon’s Alexa. Still, there is a long way ahead, as chat users
reported a preference for a human-like experience when interact-
ing with a conversational agent [7, 9]. Currently, no conversational
agent can provide a human-like intelligent conversation.

The progress in machine learning research provides a means
to represent a complete target system with a single model [10].
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AI research companies, like OpenAI and Meta AI, allow access to
their own natural language processing end-to-end learning models,
OpenAI’s GPT and Meta AI’s BlenderBot. Given a natural language
model, developers can utilise a conversational agent framework,
such as Amazon Lex and Google’s Dialogflow, for creating their
own conversational agent applications.

However, recent events bring the lack of testing methods to
the fore. The recent dispute between Google and Blake Lemoine
may reinforce the feeling that true machine intelligence is just
around the corner [16]. This dispute would not have happened had
we had a proper test. Although in this case the issue is whether
the technology is sentient, a similar issue may appear regarding a
machine’s intelligence. Testing the conversational agent’s ability to
imitate a human’s unconstrained conversational competence could
be such an intelligence test. Alan Turing proposed an experiment
based on an imitation game for testing intelligence in machines
[18]. Over time, many started to informally refer to his test as “the
Turing Test”.

Alan Turing suggested three versions of an imitation game. In
1948, Turing wrote a report where he presented a restricted chess-
playing imitation game [19]. In 1950, Turing described a second
imitation game for intelligence in machines that was characterised
by an unconstrained conversation with three players [18]. The sec-
ond imitation game is played by three participants in two separated
rooms.

The players in the rooms are not allowed to exchange any infor-
mation other than written text. One room contains an interrogator
and the other room two players. Player (A) is a machine and player
(B) is a human. The interrogator (C) is a human. The interroga-
tor has an unconstrained conversation with both player A and
player B in parallel. The interrogator’s objective in the machine-
imitates-human game is to determine which of the two players is
the machine and which is the human. Player A’s target is to mislead
the interrogator and player B’s is the opposite.

Turing proposed a third version of the imitation game during a
discussion in 1952 [17]. This imitation game consists of only two
players: the computer/human and the interrogator. In this version
the interrogator’ role is taken by a jury. Each juror must judge
several players, some machines and some humans. The machine’s
aim is to convince a considerable number of jurors that they are
having a conversation with a human, while in reality the conversa-
tion is with a machine. Nevertheless, Turing was concerned that in
this two-player game, the jury would tend to classify a human as a
machine rather than the opposite [17]. This issue received confirma-
tion from a series of Turing-style test contests called the “Loebner
Prize Competition” [12]. Such a phenomenon cannot happen in the
three-player imitation game [5, 14].

Since 2004 the Loebner Prize Competition changed the contest
format from a two-player to a three-player imitation game. In 2008,
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the Loebner Prize and the University of Reading joined forces to
conduct Turing Tests in the three-player imitation game format.
The University of Reading ran two additional Turing Test competi-
tions in 2012 and 2014 [20]. However, the organisers misinterpreted
Turing’s test and used Turing’s prediction in his 1950 paper as a
benchmark for passing the test. Turing’s prediction was that, given
a computer “with a storage capacity of about 109, ... an average
interrogator will not have more than 70 per cent. chance of making
the right identification after five minutes of questioning.” [18].

Shah and Warwick [15] explained the decision to use Turing’s
prediction as a fixed benchmark. In their view, the goal of the ma-
chine is to imitate the human foil’s properties in the game. Follow-
ing this motivation, a benchmark of 70% was chosen as a protocol
for scoring the game. However, just because Turing predicted 70%
accuracy after five minutes for a computer with the given stor-
age capacity, this does not make it a good benchmark value. One
could just as well argue for a 75% benchmark to decide whether the
machine is intelligent.

A special case occurs if the benchmark is 50%. If the interrogator
is only correct 50% of the time, that is no better than taking a guess
in every imitation game. Unlike Shah and Warwick [15]’s aim, here
the idea is to imitate the whole property set of the human foil. In this
case the interrogator cannot distinguish between the conversational
agent and the human. Therefore, the machine can be acknowledged
as intelligent. Considering such a machine-imitates-human game
interpretation is possible if Shah and Warwick [15]’s explanation
of the man-imitates-woman game role in Turing’s test is acceptable.
The man-imitates-woman game is similar to the computer-imitates-
human game with two changes. A man takes the place of the player
A and a woman takes the place of the player B.

According to Shah and Warwick [15], the man-imitates-woman
game is not part of the protocol for scoring Turing’s imitation game,
but an introduction to the three-player imitation game. If the man-
imitates-woman game is not part of the protocol, then the Turing
Test is a fixed benchmark protocol with 50% benchmark.

Different aspects of Turing’s test must be considered before we
start designing a bona fide Turing Test. One of the aspects is the
benchmark proposed by Turing. Turing wondered whether the
performance of the interrogator in the computer-imitates-human
game is going to be the same as the performance of the interrogator
in the man-imitates-woman game [18]. Copeland and Proudfoot
[6] recognised the man-imitates-woman game as a benchmark for
the machine-imitates-human game. For a machine to do well in the
imitation game, the interrogator must guess wrongly between a
conversational agent and a human in the computer-imitates-human
game no less frequently than does the interrogator in the man-
imitates-woman game. (We would like to thank Jack Copeland for
the research idea to run the man-imitates-woman game experiment
as part of the Turing Test protocol.)

Another aspect of Turing’s test is interrogation duration. Shah
and Warwick [15] used only five minutes in their tests, based on
Turing’s prediction. Five minutes is a short conversation duration,
much like an introductory meeting between strangers. First im-
pressions may be useful as a preliminary test for intelligence, but
cannot be the ultimate means to decide whether the machine is
intelligent. The duration of each imitation game must be carefully

considered during the experimental design. It should be noted that
Turing did not mention any specific duration for his test.

Experimenting with the game duration variable in a pilot study
may indicate an appropriate duration for both the man-imitates-
woman and the computer-imitates-human games. Theman-imitates-
woman game benchmark may change after a long time period. The
man’s ability to imitate awomanmight be affected by social changes
as well as the performance of the interrogator. Therefore it is im-
portant to remember that Turing’s test should be calibrated by
conducting a man-imitates-woman game regularly.

Despite the absence of man-imitates-woman game experiments,
researchers have conducted gender detection experiments. Patter-
son et al. [13] and Argamon et al. [2] conducted a gender detection
algorithm evaluation experiment. The algorithm takes as an input a
human’s written text and outputs the writer’s gender. However, the
researchers did not base their experiments on unconstrained con-
versations. Adam et al. [1] and Collins and Evans [4] experimented
on a modified version of a gender imitation game. In these experi-
ments too performance was not calculated based on the results of
unconstrained conversations. These experiments may shed some
light on the challenges of conducting the man-imitates-woman
game experiments.

According to our knowledge, no experiment has accurately fol-
lowed Turing’s test protocol. The test’s properties, such as its valid-
ity, reliability, sensitivity and accuracy also remain unclear. Given
the enormous media attention that the Turing Test regularly re-
ceives and the extensive references to it in the scientific literature,
one must be surprised at the absence of experiments that accurately
follow Turing’s protocol. To avoid an ‘Emperor’s New Clothes’ sce-
nario, we intend to conduct a series of experiments that will help
us to better understand Turing’s test.

Establishing practical guidelines for conducting Turing Tests
would allow us to formulate an intelligence criterion. A machine
that satisfies this criterion possesses intelligence. We should re-
member, however, that a machine can be intelligent even though it
does not pass the test. A conversational agent’s ability to pass the
test has the potential to satisfy or at least to improve the previously
mentioned user’s demand for human-like experience.

We hope that a better understanding of Turing’s test as a tool to
assess the intelligence of conversational agents will enable devel-
opers to better evaluate their systems. Companies such as Google
should use such a tool to check whether their machines are consid-
ered intelligent under the unconstrained conversation condition,
which might allow them to avoid controversies. Conducting a bona
fide Turing Test is the first step in this direction.
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